ABSTRACT

Energy efficiency is essential for federated learning (FL) over mobile devices and its potential prosperous applications. Different from existing communication efficient FL research efforts, which regard communication energy consumption as the bottleneck, we have observed that with ever increasing wireless transmission speed (e.g., Wi-Fi 5 or 5G), the energy consumption of wireless communications for model updates in FL is significantly reduced and sometimes is smaller than that of local on-device training. Motivated by such observations, in this paper, we propose a high-speed wireless communications inspired energy efficient federated learning over mobile devices (EEFL), whose goal is to reduce the overall energy consumption (computing + communication). In particular, we design a novel energy-aware adaptive local update policy for mobile devices by jointly considering FL performance and energy saving of high-speed wireless transmissions. Furthermore, given the device’s local update policy in each FL global round, we advance the dynamic voltage and frequency scaling (DVFS) strategy to minimize local training’s energy consumption by keeping GPU and CPU working at appropriate frequencies without triggering thermal throttling. Extensive experimental results with various learning models, datasets, and wireless transmission environments demonstrate the proposed EEFL’s superiority over the peer designs in terms of energy efficiency.

1 INTRODUCTION

In recent years, we have witnessed the prosperity of federated learning (FL), whose disruptive idea is to train deep neural networks (DNNs) locally on multiple devices without data sharing, and aggregate global model on a FL server. With the development of hardware, more and more mobile devices (e.g., Google Pixel 4a, Galaxy Note20, iPad Pro, etc.) have on-device training capability, and FL over mobile devices fosters numerous promising applications in various domains such as cardiac event prediction in e-Healthcare, autonomous driving in smart transportation, physical hazard detection in smart home, smart farming and monitoring in agricultural and industrial IoT, etc. [29, 36, 53]. As we know, FL’s training is energy hungry due to locally computing DNNs on big datasets and wirelessly communicating large-size model updates, while there have been very limited research efforts on energy efficient FL over mobile devices. Most existing works assume that mobile devices only participate in FL when they are plugged into wall-power, due to the iterative on-device training and model updates [9, 40, 48, 50, 55]. However, it would limit the practicality of FL in some mobile applications, resulting in longer model convergence time and degraded model accuracy [24, 30, 48]. Actually, energy efficiency is the key
to enabling FL training anytime with good model quality and user experience and to deploying those intriguing FL applications on battery powered mobile devices in practice.

Instead of improving the energy efficiency of FL over mobile devices, most technicians and researchers regard wireless transmissions of local model updates as the bottleneck, and existing research efforts mainly focus on communication efficient FL designs. For example, Bernstein et al. in [4] quantized the model gradients into one bit, thus greatly reduce the communication costs. Rocholland et al. in [41] proposed structured and sketched updates to reduce the size of model updates. McMahan et al. [31] proposed FedAvg to reduce the communication frequency by allowing devices to perform multiple local training in one communication round. Haddadpour et al. in [17] developed an adaptive synchronization scheme to gradually increase the number of local updates as training proceeds, to further reduce the total number of communication rounds. However, reducing the number of communication rounds while incurring more local computing burden is not necessarily equivalent to reducing the total energy consumption of FL over mobile devices. Besides, ignoring the fast development of high-speed wireless transmissions recently, most works above rely on the assumption that wireless transmission rate is 4~8 Mbps [31], which is much slower than that of current Wi-Fi 5.

With the advance of wireless communication technologies (e.g., Wi-Fi 5, 5G or future 6G), the data transmission speed is ever increasing, e.g., the standardized 5G transmission rate is 1 Gbps on average [1] (real-world measured achievable uplink rate is around 32 Mbps), and the empirically tested Wi-Fi 5 transmission rates in our lab are within the range of 20-90 Mbps. Given high-speed wireless communications, we have two interesting observations: (i) The energy consumption of local model updates’ wireless transmissions is significantly reduced compared to that of low-speed wireless communications if the transmission power of mobile devices is fixed, as shown in Table 1. (ii) Since both local training (i.e., computing) and model updates (i.e., communications) contribute to FL convergence, if the energy consumption of high-speed wireless communications is smaller than that of computing, we may need to “talk” (communication) more and “work” (computing) less, in order to reduce the overall energy consumption of FL over mobile devices.

Inspired by the observations above, in this paper, we propose an energy efficient federated learning design over mobile devices (EEFL), which considers the energy benefits of high-speed wireless communications during FL training, and aims to reduce the overall energy consumption of mobile devices in FL. Briefly, the proposed design includes two components: (i) an energy-aware adaptive local stochastic gradient descent (SGD) policy and (ii) a corresponding thermal-aware dynamic voltage and frequency scaling (DVFS) strategy for GPU and CPU. We basically answer two questions for the energy-aware adaptive local SGD policy. First, how to adaptively increase the number of local updates (i.e., $H$), which are aware of wireless transmission conditions and the energy saved by high-speed wireless communications. Second, when to halt increasing $H$ aware of the energy consumption of FL over mobile devices. Given the device’s local SGD policy in each FL global round, we leverage the predictable workloads of local training tasks to estimate the power, time and energy consumption, and further optimize the DVFS scheduling of GPU and CPU. The goal is to minimize local on-device training’s energy consumption by adjusting the GPU and CPU to work at appropriate frequencies without triggering thermal throttling.

To demonstrate its effectiveness, we implemented and evaluated a full prototype of EEFL system consisting of FL aggregator (Lambda RTX 8000), mobile FL clients (NVIDIA Jetson TX2, Xavier, and Android smartphones) and wireless communications (Wi-Fi 5 and 5G) for model updates between them. We conducted extensive experiments with various FL learning models, datasets and wireless transmission rates. Our experimental results show that the proposed EEFL can provide smaller training losses and higher test accuracy with fewer communication rounds and much less energy consumption, compared with existing peer designs.

## 2 SYSTEM DESCRIPTION

### 2.1 FL over Mobile Devices

We consider a classical synchronized FL system consisting of one mobile edge server (e.g., base station or gNodeB) as the FL aggregator and $N$ mobile devices as FL clients. Mobile devices attempt to jointly learn a global DNN model under the coordination of the mobile edge server. In particular, the mobile server first initializes and broadcasts a global model to the participating mobile devices. After receiving the global model, each mobile device trains its local model with its own training data examples for $H$ local iterations in parallel. Once the local training is complete, the mobile devices will upload their model updates to the mobile edge server via wireless links. After that, the mobile edge server aggregates the local models to improve the global model. This procedure repeats until FL converges. Such iterative FL training process is very energy-consuming, with energy consumption mainly stemming from two parts: local on-device computing and wireless communications of the model update exchanges.

### 2.2 Computing Energy Consumption

The local computing energy consumption is linearly accumulated over local iterations, and the energy consumed per iteration can be calculated as the product of computing time and the mobile device’s system power. For on-device computing, the major contributor to mobile device’s system power is the computing runtime power. It is determined by voltage-frequency (VF) states and CPU/GPU utilization, which are related to specific learning tasks. The empirical local computing power consumption breakdown of FL over NVIDIA Jetson TX2 is shown in Fig. 1(a).
3.2 Inefficiency of Existing “AdaH” Policy

State-of-the-art adaptive local SGD policy [17] indicates that the number of global communication rounds in FL can be reduced by gradually increasing the number of local training iterations, which is referred to as “AdaH” policy in this paper. Nevertheless, reducing the number of communication rounds while incurring more local computing burden is not necessary to reduce the total energy consumption of FL over mobile devices. We conducted empirical experiments to validate our projection. Here, we follow the AdaH policy in [17]: $H^r = H^0 \cdot (1 + \alpha r)$, where $r$ is the global round index, $H^r$ is the number of local training iterations in the $r$-th round, $\alpha$ is a coefficient, and $H^0$ is the initial value of the number of local iterations. We set $H^0 = 4$, and stop the FL training when its loss is lower than 0.3.

First, from the results in Fig. 2(a), we observe that compared with “Fixed H” policy, AdaH does reduce the communication rounds by around 85%, while AdaH consumes more energy than Fixed H in total. The potential reason is that current AdaH policy is not aware of the energy reduced by high-speed wireless communications and its benefits for FL training. Second, from the results in Figure 2(b), we observe that although the AdaH policy can help reduce the loss quickly with less variance at the early stages, its performance is similar to that of Fixed H policy at the late stages during FL training. That means always increasing $H$ policy of AdaH brings very limited benefits to model convergence at late stages of FL training, while the energy consumption per round increases exponentially as shown in Fig. 2(a). Thus, an energy-aware criterion to cease increasing the number of local training iterations is in need.
To address the issues we observed above, we develop EEFL that includes: (i) an energy-aware AdaH policy, and (ii) a thermal-aware DVFS strategy. For the proposed energy-aware AdaH policy, we basically answer two questions: (1) How to develop an adaptive $H^r$ policy aware of wireless transmission rates between mobile edge server and mobile devices? (2) How to design an energy-aware policy to stop increasing $H^r$? Given the updated $H^r$, the thermal-aware DVFS design allows mobile devices to customize their DVFS strategies specific to learning tasks, keep processors working at optimal frequencies without triggering thermal throttling and minimize the energy consumption of local on-device training. The sketch of the EEFL design is shown in Fig. 5.

### 4.2 Energy-Aware AdaH Policy

#### 4.2.1 Wireless communications aware AdaH

As explained in Sec. 3.2, to improve the energy efficiency of FL over mobile devices, it is not good enough to naively increase $H$ over rounds, and the energy saved by high-speed wireless communications should be considered for the AdaH policy design. Since both local on-device training and local model updates contribute to FL convergence, our idea behind the wireless communications aware AdaH policy is intuitive: trade-off communications and computing, i.e., when the wireless transmission rates between mobile devices and mobile edge server are high, we “talk” more and “work” less; when the wireless transmission rates between mobile devices and mobile edge server are low, we “work” more and “talk” less.

Following that intuition, we ameliorate the AdaH policy in [17] and formulate the wireless communications aware AdaH policy in EEFL as follows.

\[
H^r_{i, t} = H^0 + \sum_{j=1}^{s_i} \alpha(s^r_i) \Delta H
\]

where $H^r_{i, t}$ is the number of local training iterations for mobile device $i$ in the $r$-th round, $H^0$ is the initial value of the number of local iterations, $\Delta H \geq 0$ is the increment unit, and $\alpha(\cdot)$ is a non-negative decreasing function of wireless transmission rates. Here, we denote $s^r_i$ as the average transmission data rate between mobile device $i$ in the $r$-th round.

A simple interpretation of the upgraded AdaH policy defined in Eqn. (1) is: during the $r$-th round, if the wireless communications between mobile device $i$ and mobile edge server is fast (i.e., large $s^r_i$), the increment of $H^r_{i, t}$ will be small, and device $i$ will compute less and communicate more; otherwise, if the wireless communications between $i$ and mobile edge server is slow (i.e., small $s^r_i$), the increment of $H^r_{i, t}$ will be large, and device $i$ will compute more and communicate less. In this way, the AdaH policy in Eqn. (1) benefits not only from increasing $H^r$ as illustrated in [17] but also from awareness of wireless transmission rates and computing-communication tradeoff, which eventually helps to improve the energy efficiency of FL over mobile devices.

#### 4.2.2 An energy-aware criterion to stop $H^r_i$’s increasing

Following the second observation in Sec. 3.2, the benefits of increasing $H^r_{i, t}$ in Eqn.(1) diminish in the late stages of FL training, when it is close to convergence. However, on-device computing energy consumption increases exponentially. An energy-aware criterion to stop increasing $H^r_{i, t}$ is needed.

Here, we propose a simple yet effective “STOP” metric by evaluating the ratio of $H^r_{i, t}$’s contributions to global training and its corresponding computing energy cost:

\[
N^r_i = \frac{e_{t^r_i} - e_{t^{r-1}}}{E_i^{t_{cp}}}
\]
where \( \ell'^{-1} \) and \( \ell'^{-2} \) are the training loss of global model in the \((r - 1)\)-th round and the \((r - 2)\)-th round, respectively, and \( E_{cp}^{r-1} \) denotes the computing energy of mobile device \( i \) in the \((r - 1)\)-th round. Here, we employ model performance analysis to decide whether \( H_i' \) should be increased or not. If increasing \( H_i' \) in the \((r - 1)\)-th round contributes a lot to global training by increasing limited computing energy consumption, i.e., \( \Lambda_i' \) is large, we will continue increasing \( H_i' \). If increasing \( H_i' \) in the \((r - 1)\)-th round has limited contributions to global training by increasing a lot of computing energy consumption, i.e., \( \Lambda_i' \) is small, we will stop increasing \( H_i' \), and set \( H_i' = H_i'^{-1} \).

Generally speaking, \( \Lambda_i \) measures how much training loss is reduced per Joule for device \( i \). At the beginning stages of FL training, \( \Lambda_i \) is large and device \( i \) would increase \( H_i \), since it helps to reduce the global model loss. As FL training proceeds, \( \Lambda_i \) becomes small as the change of global model loss becomes small, and the computing energy consumption increases. Once \( \Lambda_i' \) for the \( r \)-th round is smaller than a certain threshold \( \Lambda_{th} \), it suggests by increasing \( H_i' \) device \( i \) may have limited contributions to the global model for potential huge energy consumption. At this point, device \( i \) should stop increasing \( H_i' \) and continue local training with \( H_i' = H_i'^{-1} \).

### 4.3 Thermal-Aware DVFS Strategy

Given the updated \( H' \) policy, we then propose a thermal-aware DVFS design that can be configured by the mobile device itself. To address the inefficiency of default DVFS mentioned in Sec. 3.3, we first build up on-device training task (DNN@dataset) specific computing energy modeling of processors (CPU and GPU), estimate model parameters for practical usage and validate them with empirical studies. Then, based on the computing energy modeling of processors, we formulate an optimization problem to jointly adjust the VF states of CPU and GPU to minimize the energy consumption of local on-device training without triggering thermal throttling. Note that since each mobile device determines its DVFS scheduling independently, we omit the mobile device index notation (i.e., the subscript \( i \)) and describe the DVFS scheduling without differentiating them in this subsection.

#### 4.3.1 Learning Task Specific Computing Energy Modeling

The CPU/GPU in most mobile devices can work across a set of discrete VF states, e.g., for CPU, \( \mathcal{F}_c = \{ f_{c,j} \}_{j=1}^{\gamma} \) and for GPU, \( \mathcal{F}_g = \{ f_{g,k} \}_{k=1}^{K} \). To obtain the computing energy over \( H' \) iterations, we first model the processors’ computing runtime power and computing time for one single iteration. Then, we employ those models to calculate processors’ computing energy for one iteration by letting processors work at \( f_{j,k} \in \mathcal{F}_c \times \mathcal{F}_g \), where \( f_{j,k} = (f_{c,j}, f_{g,k}) \) and the total design space is \( \mathcal{C} = \mathcal{F}_c \times \mathcal{F}_g \). Then, we sequentially add up the processors’ computing energy consumption from the 1st iteration to the \( H' \)-th iteration (i.e., processors working at a sequence of frequency states) to estimate the energy consumption of processors for performing \( H' \) local iterations.

**Computing power model:** For a local training iteration, the average computing power of CPU and GPU at state \( f_{j,k} \) can be modeled as [57].

\[
P_c(f_{c,j}) = (V_{c,j})^2 f_{c,j} \tau_c \quad \text{and} \quad P_g(f_{g,k}) = (V_{g,k})^2 f_{g,k} \tau_g,
\]

where \( V_{c,j} \) and \( V_{g,k} \) are the voltage values of CPU and GPU, respectively, \( \tau_c \) and \( \tau_g \) indicate the average resource utilization ratios of CPU and GPU, respectively. \( V_{j,k} = (V_{c,j}, V_{g,k}) \) is jointly determined by \( f_{j,k} \) and hardware configurations [10]. Here, the computing characteristics of a learning tasks can be reflected by \( \tau_c \) and \( \tau_g \). Given \( f_{j,k} \), the average power consumption within one local iteration is computed as

\[
P(f_{j,k}) = P_c(f_{c,j}) + P_g(f_{g,k}) + P_0,
\]

where \( P_0 \) denotes the the summation of power consumption unrelated to the CPU and GPU VF scaling.

**Computing time estimation:** Since CPU’s and GPU’s workloads to train a specific learning task are almost evenly distributed across iterations, it helps us find a simple yet effective way to estimate the computing time at different VF states. Assume that the computing time \( \hat{D}_{cp}(f_{j,k}) \) is inversely proportional to the frequencies of CPU and GPU \( f_{j,k} \) [11]. Since the CPU and GPU workloads almost remain unchanged across iterations, we can leverage the computing time measured at the maximum frequency setting \( \{f_{c,max}, f_{g,max}\} \) and estimate the computing time for one local iteration at \( f_{j,k} \) [11]:

\[
\hat{D}_{cp}(f_{j,k}) = (1 - \rho) \cdot D_{min} \cdot \frac{f_{c,max}}{f_{c,j}} + \rho \cdot D_{min} \cdot \frac{f_{g,max}}{f_{g,k}},
\]

where \( \rho \) is the ratio of computing time on GPU, \( (1 - \rho) \) is the ratio of computing time on CPU, and \( D_{min} \) is the minimum time when the mobile device operating at the maximum frequency of both CPU and GPU. The value of \( \rho \) varies over different learning tasks,
and once the learning task is fixed, \( \rho \) is fixed, which implies that \( \rho \) captures the computing characteristics of the specific learning task.

**Computing energy model:** The computing energy is the product of the average computing power and the computing time in \( r \)-th iteration at \( h \)-th iteration, which is

\[
E_{cp}^{r,h}(f_{j,k}) = E_{cp}^{r}(f_{j,k}) \cdot P^{r,h}(f_{j,k}).
\]

The total computing energy at communication round \( r \) is the sum of the energy consumed for \( H' \) local iterations, i.e.,

\[
E_{cp}^{r} = \sum_{h=1}^{H'} E_{cp}^{r,h}(f_{j,k}).
\]

**Thermal model:** With the computing energy modeling above, we can model how the processors’ temperature changes when performing one local training iteration \( h \in \{1, 2, \ldots, H'\} \) at the state \( f_{j,k} \). Here, we consider the following discretized version of the lumped RC thermal model [27]:

\[
\tau_{r,h+1} = \tau_{r,h} + \frac{D_{cp}^{r,h}(f_{j,k})}{R_{th} C_{th}} (R_{th} p^{r,h}(f_{j,k}) - \tau_{r,h}),
\]

where \( \tau_{r,h} \) is the temperature at the beginning of local iteration \( h \) and \( R_{th} \) and \( C_{th} \) are the device-specific thermal resistance and capacitance, respectively, e.g., default \( R_{th} \) and \( C_{th} \) of the NVIDIA Jetson TX2 [3, 38] are 2 \( ^\circ \)C/W and 0.9 \( ^\circ \)C, respectively.

### 4.3.2 Parameter Estimation and Model Validation

For the computing energy model in Eqn. (6), we still have five unknown parameters, i.e., \( D_{\text{min}} \), \( \rho \), \( \tau_c \), \( \tau_p \), and \( \tilde{P}_0 \). \( D_{\text{min}} \) can directly be measured by setting the CPU and GPU to work at their maximum frequencies. To estimate the rest of parameters, we can randomly pick two different states, \( f_{j,k} \) and \( f_{p,q} \), conduct a small number of local training iterations (\( \leq 5 \)), and record the power consumption and computing time. Based on the recorded information, \( \rho \) can be estimated as

\[
\hat{\rho} = (\frac{D_{\text{min}}}{\tau_p} - \frac{\tau_c}{\tau_p}) / (\frac{\tau_p}{\tau_c} - \frac{\tau_c}{\tau_p}).
\]

We can also estimate \( \tau_p \) by solving a three-variable linear equation in Eqns. (3) and Eqn. (4) and have

\[
\tau_p = \frac{(f_{j,k} + P(f_{j,k}) + P(f_{p,q}))}{(V_{c,p}^2 f_{j,k} + V_{c,p}^2 f_{p,q}) - (V_{c,p}^2 f_{j,k} + V_{c,p}^2 f_{p,q})}.
\]

Similarly, we can estimate \( \tau_c \) and \( \tilde{P}_0 \). Then, we can replace the unknown parameters in Eqns. (3), (4) and (5) with the estimated values of those parameters.

We have conducted experiments to validate the proposed parameter estimation methods and computing energy model. Briefly, we have measured the power consumption of Jetson TX2 using built-in sensors, recorded its computing time in Python and calculated the real-world energy consumption. We compare it with the estimated energy in Eqn.(6), and show the results in Fig. 6. The surface is the estimated energy, and red dots are the energy consumption measurements at different values of \( f_{j,k} \). We have also done similar comparisons using different learning tasks, and the results show that the estimation error ratio is small (\( \leq 5% \)).

#### 4.3.3 Thermal-Aware DVFS Scheduling

With the fulfilled computing energy and thermal models above, to address the thermal issues of default DVFS recognized in Sec. 3.3, we develop a thermal-aware DVFS scheduling for mobile devices.

The goal is to minimize the on-device training energy consumption without violating the delay and thermal constraints during every FL global round. The thermal-aware DVFS optimization is as follows.

\[
\min_{f_{j,k}} E_{cp}^{r} = \sum_{h=1}^{H'} E_{cp}^{r,h}(f_{j,k})
\]

\[
\text{s.t.,} \quad T_{r,h} \leq T_{th}, \quad \forall h \in \{1, \ldots, H'\}
\]

\[
\sum_{h=1}^{H'} D_{cp}^{r,h}(f_{j,k}) \leq D_{th}
\]

where \( T_{r,h} \) denotes the temperature at local iteration \( h \) in \( r \)-th round. Constraint (8c) ensures zero thermal throttling [23], i.e., the temperature will not exceed the threshold \( T_{th} \) to avoid triggering thermal throttling. Constraint (8d) guarantees mobile devices complete their local training within a pre-set deadline \( D_{th} \), which is determined by mobile edge server.

The DVFS scheduling in (8) can be mapped to the multi-choice knapsack problem (MCKP). The thermal and delay constraints can be regarded as the capacities of the knapsack, and the goal is to fill in items (i.e., CPU and GPU frequencies), so that the total costs (i.e., energy) of the items in the knapsack is minimized. We exploit dynamic programming [12] to solve this thermal-aware DVFS optimization. The solution has a complexity of \( O(CH'ThD_{th}) \), and the solution searching space can be further reduced by discarding those VF states whose steady-state temperature \( T_s(f_{j,k}) = R_{th} p^{r,h}(f_{j,k}) \) is higher than \( T_{th} \).
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5.2 Models and Datasets

Our experiments consist of three FL tasks: image classification, next

character/word prediction, and human activity recognition (HAR).

For image classification FL task, we use two datasets: (1) MNIST dataset [13] with total 60,000 training images. We train with 2-layer CNN. (2) CIFAR10 dataset [25] with 50,000 training images. We train VGG16 [46] and ResNet20 [18] to classify the image. We

denote lambda as the non-i.i.d levels, where

lambda = 1 indicates that data on each device only belong to one label, lambda = 0.75 indicates that 75% of the data belong to one label and the remaining 25% data belong to other labels, lambda = 0.25 indicates that 25% of the data belong to one label and the remaining 75% data belong to other labels, and lambda = 0 represents i.i.d data setting.

For the next character prediction FL task, we use Shakespeare dataset [6], which is built from The Complete Works of William Shakespeare. Specifically, the Shakespeare dataset contains 845,231 samples separated into 139 users. The Shakespeare dataset is naturally unbalanced and non-i.i.d. For the next word prediction FL task, we use Reddit, which contains redditposts with 32,680 samples [6]. We use two-layer LSTM [20] to train the next character/word prediction task.

For HAR task, we use UCI-HAR dataset that contains six types of activity data from 30 users with 10,299 samples. We use 2-layer CNN in [45] to train it.

5.3 Peer FL Designs for Comparison

We compare the EEFL with the following peer FL designs under different FL learning tasks, DNN models and datasets.

FedAvg [31]: FL aggregator considers a fixed local SGD policy and the FL clients utilize default DVFS governor for energy and thermal management.

LUPA [17]: FL aggregator considers a adaptive local SGD policy during FL training and the adaptive rule is defined as \( H^r = H^0 \cdot (1 + \alpha r) \). Similar to the FedAvg, the FL clients utilize default DVFS governor for energy and thermal management.

E-AdaH: FL aggregator applies the proposed energy-aware local SGD policy, and the adaptive rules are illustrated in Sec. 4.2. The FL clients utilize default DVFS governor for energy and thermal management.

FEDL [14]: FL aggregator considers a fixed local SGD policy during FL training and optimizes the operating CPU frequencies of FL clients to minimize the energy consumption under delay constraints without considering thermal effects.

Figure 7: EEFL testbed in the lab: (a) FL testbed configuration; (b) Samsung A32’s energy consumption measured by the Monsoon Power Monitor [35].
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SparFL [28]: FL aggregator uses the fixed local SGD policy and gradient sparsification to reduce energy consumption. The optimal gradient sparsification and $H$ are derived based on FL convergence bounds.

6 EVALUATION RESULTS & ANALYSIS

In this section, we present the experimental evaluation of EEFL and performance comparison with its peer FL designs, aiming to demonstrate EEFL's effectiveness and superiority.

6.1 FL Performance & Energy Efficiency

6.1.1 Performance comparison with FedAvg, LUPA & E-AdaH. Figure 8 shows the comparison of different FL schemes in terms of FL performance and corresponding energy consumption, i.e., Figs. 8(a)-8(d): training loss vs energy consumption, and Figs. 8(e)-8(h): testing accuracy vs energy consumption, when FL converges. It is obvious that both EEFL and E-AdaH have better performance than LUPA and FedAvg. Taking training loss for example, when FL converges, EEFL saves around 51%~72% energy for the same training loss across different FL tasks, compared with LUPA, and reduces 28%~58% compared with FedAvg. Similarly, E-AdaH reduces 32%~71% energy consumption for the same training loss, compared with LUPA and reduces 18%~52%, compared with FedAvg. The same trends can be observed for testing accuracy in Fig. 8(e)-(h). It demonstrates the effectiveness of the proposed energy-aware AdaH policy. To effectively reduce energy consumption, both EEFL and E-AdaH are aware of the energy saving contributions of high-speed wireless communications, and understand the importance of "FL performance improvement per Joule" for mobile devices.

Besides, the proposed EEFL outperforms E-AdaH. Taking training loss for example, EEFL and E-AdaH have similar performance for ResNet20@CIFAR10 case (EEFL: 36.649 J vs E-AdaH: 36.777 J) in Fig. 8(b). For complex model in image tasks (e.g., VGG@CIFAR10), EEFL can reduce 28% energy consumption compared with E-AdaH. For the language task, the proposed EEFL can save 8%~24% energy than E-AdaH. The reasons for EEFL's superiority are: (1) the learning specific DVFS in EEFL is more energy efficient than the default DVFS in E-AdaH, and (2) for a complex task to train a large model (e.g., VGG16@CIFAR10), the thermal-aware DVFS scheduling of EEFL can avoid performance degradation due to CPU's and GPU's overheating and frequency dropping.

6.1.2 Performance comparison with FEDL & SparFL.

Furthermore, we compare EEFL with two most related prior designs, FEDL and SparFL, both of which aim to minimize the energy consumption of FL over mobile devices as well. The results are shown in Table 2. Compared with FEDL, the proposed EEFL can save around 40%~50% energy while increasing ~1.2% testing accuracy on average for image tasks; reduce energy consumption by 18%~33% and improves testing accuracy by ~0.1% testing accuracy on average for the language task; and save energy consumption by 37% and improves testing accuracy by 0.13% for the HAR task. The reason behind is that FEDL only optimizes the CPU working frequencies, but ignores the GPU frequencies and thermal issues. Besides, the fixed local SGD policy in FEDL is not aware of the computing-communication energy trade-off, or its potential benefits of improving the energy efficiency of mobile devices during FL training. Compared to SparFL, we find that the proposed EEFL can lower energy consumption by 23%~28.1% while improving testing accuracy ~0.2% on average for the image tasks; and it saves 13%~31% energy with 0.05%~0.9% testing accuracy improvement for the language task; and it reduces energy consumption by 31% and improves testing accuracy by 1.2% for the HAR task. The potential reason is three-folder: although gradient sparsification helps to reduce the size of local model updates and thus reduce the energy consumption, (1) the theoretical FL converge bound used in [28] may be not that tight, (2) the fixed local SGD policy may slow down the FL convergence in practice, and (3) no thermal-aware DVFS is used in SparFL.

6.2 Impacts of Wireless Transmission Rates

First, we exploit wondershaper [21] to set up Wi-Fi 5 transmission rates. Here, we only consider two types of mobile devices: Jetson Xavier and Jetson TX2. Fig. 9 presents the training energy with varying wireless transmission rates. The results indicate that the FL training energy consumption decreases as the wireless transmission rate increases. Moreover, under all those transmission rates, the proposed EEFL scheme outperforms the other FL designs due to its awareness of the computing-communication energy trade-off. For example, for "Wi-Fi 56 Mbps", EEFL reduces 55%, 61% and 21% energy consumption, compared with LUPA, FedAvg and E-AdaH in VGG16@CIFAR10, respectively. We also find that different transmission rates yield different workload allocation between "working" and "talking" to achieve FL convergence at the least energy consumption in EEFL. From the monitored $H$ value of Jetson TX2 over EEFL rounds in Figs. 9(b) and 9(d), we find that when transmission rate is low, mobile devices "work" more (i.e., large $H$) and "talk" less; when transmission rate is high, mobile devices "work" less (i.e., small $H$) and "talk" more. For example, in VGG16@CIFAR10 case, when Wi-Fi speed is 35 Mbps, $H$ stops increasing at around 65 for "Wi-Fi 35 Mbps"; by contrast $H$ stops increasing at around 23 for "Wi-Fi 80 Mbps".

Then, we compare EEFL with other schemes under more complex wireless transmission scenarios, which have three types of mobile devices (the aforementioned two types of Jetson devices and Android smartphones) under the following two settings: (1) Jetson devices are connected via Wi-Fi 5, and Android smartphones are connected via 5G networks in an indoor environment (i.e., "Mix-Indoor"), and (2) Jetson devices are connected via Wi-Fi 5, and Android smartphones are connected via 5G networks in an outdoor environment (i.e., "Mix-Outdoor"). We measure and record the logs of uplink transmission rates of Wi-Fi 5 and 5G, as shown in Fig. 9(e). Here, we conduct the experiments of 15 FL clients. There are 5 Xaivers and 5 TX2s communicating with the server via Wi-Fi 5, and 5 Android smartphones via 5G.

Obviously, Android smartphones have higher 5G transmission rates outdoors than indoors, while other devices are experiencing higher Wi-Fi 5 transmission rate indoors than outdoors. Correspondingly, for CNN@MNIST, as shown in Fig. 9(g), we can observe that the Android smartphones "work" more and the Jetson devices "work" less in the outdoor/indoor scenario. Figure 9 shows the total energy consumption of different FL schemes under "Mix-Indoor" and "Mix-Outdoor" scenarios. The proposed EEFL scheme
can always obtain high model accuracy with the minimum training energy consumption.

The findings above are consistent with our computing-communication energy trade-off analysis and design philosophy of energy-aware AdaH policy in EEFL.

6.3 Advantages of Thermal-Aware DVFS

In Fig. 10(a), we provide the CPU temperature profiles of Jetson TX2 over time, when performing local training with VGG16@CIFAR10. We zoom in the temperature turning point from 145 s to 215 s, and compare the CPU frequency changes between default DVFS and the thermal-aware DVFS of the proposed EEFL in Fig. 10(b). From the results, we observe that after reaching peak temperature 60°C, the CPU temperature of TX2 with default DVFS quickly decreases. The reasons are (i) the cooling system for processors in TX2 automatically starts to protect processors from overheating damages [27], and (ii) the default DVFS governor drops the CPU frequency to a very low level (from 2.05 GHz to 800 MHz). As we know, low frequencies will significantly slow down the training process, which may result in more energy consumption. Besides, we find that the CPU frequency managed by the default DVFS has large fluctuations, when the temperature is high. By contrast, the proposed thermal-aware DVFS scheduling ensures that the CPU temperature is well regulated, so that the peak temperature in EEFL will not exceed the temperature threshold. For example, when the CPU temperature approaches to 59°C at around 145 s, the thermal-aware DVFS will gradually lower the CPU frequencies from 1.42 GHz to 1.136 GHz. We observe that compared with default DVFS, the thermal-aware DVFS ensures not only the frequency dropping is small, but also the frequency adjustment process is very smooth. In addition, the thermal-aware DVFS is learning task specific, so that its smooth frequency adjustment will maintain processors working around their optimal VF states for a given local training task. Similar analyses apply to GPU temperature and frequency adjustment as well. All those advantages of the thermal-aware DVFS help it save more energy than default DVFS, and achieve good energy efficiency performance, which is close to the estimated ideal case without considering thermal throttling, as shown in Fig. 10(c). Similar frequency adjustment and temperature regularization can also been observed on the Android smartphones when the on-device training task is CNN@MNIST, as shown in Fig. 11. Figure 11(a) shows the temperature changes during the entire training process, and Fig. 11(b) displays the zoomed-in temperature turning point from 1180 s to 1270 s.

Figure 8: Learning performance and energy consumption under different FL tasks, local DNN models and datasets.

Table 2: Energy efficiency (EE) and accuracy on six datasets with the real-world user data.

<table>
<thead>
<tr>
<th>Task</th>
<th>CV</th>
<th>NLP</th>
<th>HAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>CNN@MNIST</td>
<td>ResNet20@CIFAR10</td>
<td>VGG16@CIFAR10</td>
</tr>
<tr>
<td>Methods</td>
<td>EE</td>
<td>Acc.</td>
<td>EE</td>
</tr>
<tr>
<td>FedAvg</td>
<td>1x</td>
<td>98.37</td>
<td>1x</td>
</tr>
<tr>
<td>LUPA</td>
<td>0.81x</td>
<td>98.60</td>
<td>0.90x</td>
</tr>
<tr>
<td>FEDL</td>
<td>1.17x</td>
<td>98.33</td>
<td>1.15x</td>
</tr>
<tr>
<td>SparFL</td>
<td>1.31x</td>
<td>98.30</td>
<td>1.76x</td>
</tr>
<tr>
<td>E-AdaH</td>
<td>1.40x</td>
<td>98.41</td>
<td>2.12x</td>
</tr>
<tr>
<td>EEFL</td>
<td>1.79x</td>
<td>98.41</td>
<td>2.31x</td>
</tr>
</tbody>
</table>
6.4 Impacts of Data Heterogeneity

We further evaluate the performance of EEFIL with different data distributions in the context of skew class distribution and unbalanced number of training data samples. As shown in Fig. 12, we find that training with non-i.i.d data incurs more energy than that with i.i.d data. The results also indicate that the adaptive local SGD policy helps to improve the model performance and save the training energy consumption in both i.i.d and non-i.i.d cases. Furthermore, since the proposed EEFIL adopts both energy-aware AdaH policy and thermal-aware DVFS scheduling, it has the best performance in terms of energy efficiency for FL over mobile devices.
We plan to integrate some potential extensions into EEFL in the (VERT2450 Antenna) and employ open-source GNU Radio software. With Xilinx Zynq, we would like to enrich the testbed with more mobile hardware and software co-designs to supplement development kits (e.g., Jetson TX2) with USRPs (e.g., USRP B210 and VERT2450 Antenna) and employ open-source GNU Radio software to integrate different communication approaches into EEFL platform.

Moreover, we plan to concatenate current mobile device development environments, such as mobile devices are moving, wireless network contention/congestion situations, Wi-Fi 6 transmission speed, etc. To reduce FL’s energy consumption but targeted CPU models, we also plan to upgrade EEFL design by jointly optimizing the energy consumption of individual mobile device, fairness and learning performance, and evaluate it under the updated EEFL testbed.

Integration with richer wireless environments. We also plan to evaluate the EEFL’s performance under more wireless environments, such as mobile devices are moving, wireless network contention/congestion situations, Wi-Fi 6 transmission speed, etc. Moreover, we plan to concatenate current mobile device development kits (e.g., Jetson TX2) with USRPs (e.g., USRP B210 and VERT2450 Antenna) and employ open-source GNU Radio software to integrate different communication approaches into EEFL platform.

Integration with privacy preserving scheme. EEFL will not cause extra privacy leakage and is compatible with most privacy preserving FL approaches, including PPFL [32]. For example, using SGX to execute layer-by-layer training in PPFL may result in more energy consumption, but the integration of PPFL will not affect the effectiveness and trends of energy-efficient analysis in the EEFL framework.

Integration with FL user selection/participation. Most existing FL user selection schemes rely on either local update’s contributions or delay. EEFL helps to add another dimension, energy efficiency, to the selection criteria. Besides, based on energy consumption estimation in EEFL, devices can choose to participate in this round FL training or not.

### 8 RELATED WORK

**Communication efficient FL.** Numerous techniques and algorithms have been proposed to improve the communication efficiency of FL. For example, Alistarh et al. in [2] exploited stochastic quantization to reduce the size of local model updates for communication efficiency. Stich et al. in [47] employed randomized sparsification to achieve the same purpose. In particular, Haddadpour et al. in [17] and Jiang et al. in [22] suggested that the number of global communication rounds can be reduced by gradually increasing the number of local training iterations, referred as “AdaH” policy in this paper, and AdaH policy help to improve model generalization by capturing the inherent nature of the learning process (e.g., the model variance among the devices [22]). Most prior works only focused on reducing the communication costs while ignoring the energy of local on-device computing and the advance of wireless technologies.

**DVFS for mobile devices.** Most DVFS scheduling efforts for mobile devices is to meet the delay requirements of some applications (video streaming, online game, etc.) without violating thermal throttling. For example, Choi et al. in [11] designed an overlaid DVFS scheme by adjusting maximum CPU frequency and minimum GPU frequency based on frame load prediction to improve graphics pipeline in gaming applications. Kim et al. in [23] proposed a deep reinforcement learning based DVFS to improve energy efficiency and manage the temperature of mobile devices, considering the application performances (i.e., frame per second in video applications). However, those DVFS designs are not learning task specific, and cannot be hammered directly into processors’ management for on-device training.

**Energy efficient FL over mobile devices.** To reduce FL’s energy consumption, research efforts have been made on network optimization [51], device scheduling [37] and resource utilization optimization [7, 28, 33, 43, 44, 52, 54]. For example, Mo et al. in [33] designed the computing and communication resources allocation to minimize the energy consumption but targeted CPU models for mobile devices only. Zeng et al. [54] proposed to partition the computing workload between CPU-GPU to improve the computing energy efficiency. Chen et al. [7] and Li et al. [28] considered gradient compression and fixed local SGD policy to reduce the communication energy and determine heterogeneity-aware gradient compression strategies. Unfortunately, those designs depend on a
fixed number of local iterations and lack consideration of thermal throttling.

9 CONCLUSION
In this paper, we developed an energy efficient FL (EEFL) design, whose goal is to reduce FL’s total energy consumption (computing + communication) over mobile devices. We observed (i) the huge amount of energy saved by high-speed wireless communications during the FL training, (ii) the inefficiency of existing adaptive local SGD policy, and (iii) the inefficiency of default DVFS. To address these inefficiencies, EEFL presents a novel energy-aware adaptive local SGD policy considering wireless transmission conditions and the computing-communication energy trade-off. Given the upgraded adaptive local SGD policy, EEFL further customizes DVFS to learning tasks, keeps processors (GPU and CPU) working at appropriate frequencies without triggering thermal throttling, and schedules DVFS to minimize the on-device training’s energy consumption. Extensive experimental results have demonstrated the effectiveness of the proposed EEFL, and its energy efficiency superiority over peer designs under various FL tasks, DNN models, datasets and wireless transmission rates.
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A LATENCY COMPARISON BETWEEN ADAH & FIX H POLICY
Here, we compare the latency of FedAvg, LUPA and EEFL on different learning tasks. The results are shown in Table 3. Specifically, for ResNet20@CIFAR10, the latency of FedAvg, LUPA and EEFL is 760,030 s, 844,377 s and 304,394 s, respectively, when the training loss reaches 0.28. EEFL is 2.49 times faster than FedAvg and 2.77 times faster than LUPA. Similar trends can be observed in other learning tasks.

Since EEFL considers the trade-off between computing and communication energy consumption, it allows devices to “work” less and “talk” more when the transmission rate is high. The similar trade-off also exists in computing and communication latency. For example, in ResNet20 @CIFAR10, the communication latency is 90ms under 100 Mbps (478 ms under 20 Mbps) and the computing latency of one local iteration of Jetson Xavier is 86ms. Hence, EEFL encourages devices to “talk” more under high-speed transmission, outperforming FedAvg and LUPA in terms of latency efficiency.

Table 3: Comparison of latency speedup on FedAvg, LUPA and EEFL

<table>
<thead>
<tr>
<th></th>
<th>CNN@MNIST</th>
<th>ResNet@CIFAR10</th>
<th>VGG@CIFAR10</th>
<th>LSTM@Shakespeare</th>
<th>LSTM@Reddit</th>
<th>CNN@HAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>FedAvg</td>
<td>1x</td>
<td>1x</td>
<td>1x</td>
<td>1x</td>
<td>1x</td>
<td>1x</td>
</tr>
<tr>
<td>LUPA</td>
<td>0.35x</td>
<td>0.72x</td>
<td>1.21x</td>
<td>0.33x</td>
<td>0.21x</td>
<td>0.98x</td>
</tr>
<tr>
<td>EEFL</td>
<td>1.45x</td>
<td>2.49x</td>
<td>1.69x</td>
<td>1.33x</td>
<td>1.78x</td>
<td>1.43x</td>
</tr>
</tbody>
</table>

B IMPACTS OF DIFFERENT \( \alpha \) FUNCTIONS
We also evaluate EEFL using other decreasing functions in addition to the linear decreasing function, including an exponentially decreasing function and a rational function. As shown in Table 4, we can see that EEFL integrated with other decreasing functions shows general effectiveness. Different types of \( \alpha \) functions can be utilized adaptively for various learning tasks to achieve the desired performance. They can be selected based on a small dataset training before the large-scale training. We leave how to determine a global optimal linear function for a given model and task for future work.

Table 4: Testing accuracy vs type of \( \alpha \) function

<table>
<thead>
<tr>
<th></th>
<th>VGG@CIFAR10</th>
<th>LSTM@Shakespeare</th>
<th>CNN@MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>83.8</td>
<td>47.3</td>
<td>98.4</td>
</tr>
<tr>
<td>Exponential</td>
<td>83.1</td>
<td>47.2</td>
<td>98.1</td>
</tr>
<tr>
<td>Rational</td>
<td>83.5</td>
<td>47.3</td>
<td>98.2</td>
</tr>
</tbody>
</table>
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