
EEFL: High-Speed Wireless Communications Inspired Energy
Efficient Federated Learning over Mobile Devices
Rui Chen

rchen19@uh.edu
University of Houston
Houston, TX, USA

Qiyu Wan
wanzz061@gmail.com
University of Houston
Houston, TX, USA

Xinyue Zhang
xzhang48@kennesaw.edu
Kennesaw State University

Kennesaw, GA, USA

Xiaoqi Qin
xiaoqiqin@bupt.edu.cn

Beijing University of Posts and
Telecommunications

Beijing, China

Yanzhao Hou
houyanzhao@bupt.edu.cn

Beijing University of Posts and
Telecommunications

Beijing, China

Di Wang
di.wang@kaust.edu.sa

King Abdullah University of Science
and Technology

Thuwal, Saudi Arabia

Xin Fu
xfu8@central.uh.edu
University of Houston
Houston, TX, USA

Miao Pan
mpan2@uh.edu

University of Houston
Houston, TX, USA

ABSTRACT
Energy efficiency is essential for federated learning (FL) over mobile
devices and its potential prosperous applications. Different from
existing communication efficient FL research efforts, which regard
communication energy consumption as the bottleneck, we have
observed that with ever increasing wireless transmission speed
(e.g., Wi-Fi 5 or 5G), the energy consumption of wireless communi-
cations for model updates in FL is significantly reduced and some-
times is smaller than that of local on-device training. Motivated
by such observations, in this paper, we propose a high-speed wire-
less communications inspired energy efficient federated learning
over mobile devices (EEFL), whose goal is to reduce the overall
energy consumption (computing + communication). In particular,
we design a novel energy-aware adaptive local update policy for
mobile devices by jointly considering FL performance and energy
saving of high-speed wireless transmissions. Furthermore, given
the device’s local update policy in each FL global round, we ad-
vance the dynamic voltage and frequency scaling (DVFS) strategy
to minimize local training’s energy consumption by keeping GPU
and CPU working at appropriate frequencies without triggering
thermal throttling. Extensive experimental results with various
learning models, datasets, and wireless transmission environments
demonstrate the proposed EEFL’s superiority over the peer designs
in terms of energy efficiency.
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1 INTRODUCTION
In recent years, we have witnessed the prosperity of federated learn-
ing (FL), whose disruptive idea is to train deep neural networks
(DNNs) locally on multiple devices without data sharing, and ag-
gregate global model on a FL server. With the development of hard-
ware, more and more mobile devices (e.g., Google Pixel 4a, Galaxy
Note20, iPad Pro, etc.) have on-device training capability, and FL
over mobile devices fosters numerous promising applications in
various domains such as cardiac event prediction in e-Healthcare,
autonomous driving in smart transportation, physical hazard detec-
tion in smart home, smart farming and monitoring in agricultural
and industrial IoT, etc. [29, 36, 53]. As we know, FL’s training is
energy hungry due to locally computing DNNs on big datasets and
wirelessly communicating large-size model updates, while there
have been very limited research efforts on energy efficient FL over
mobile devices. Most existing works assume that mobile devices
only participate in FLwhen they are plugged intowall-power, due to
the iterative on-device training and model updates [9, 40, 48, 50, 55].
However, it would limit the practicality of FL in some mobile appli-
cations, resulting in longer model convergence time and degraded
model accuracy [24, 30, 48]. Actually, energy efficiency is the key
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Table 1: Comp. energy vs comm. energy in FL.

Model@Dataset (size) Comm. (Tx. rate) Comp. (Devices)
ResNet20@CIFAR10

(1.02MB)
0.6J

(80Mbps)
3.8J

(7Mbps)
9.4J when H=10

(NVIDIA XAVIER)
LSTM@CIFA10

(1.2MB)
0.63J

(50Mbps)
4J

(8Mbps)
4.8J when H=10
(NVIDIA TX2)

ResNet34@CIFAR10
(3.4MB)

1.7J
(80Mbps)

19.6J
(9Mbps)

74J when H=10
(NVIDIA TX2)

VGG16@CIFAR10
(50MB)

7.75J
(80Mbps)

75J
(8Mbps)

56J when H=10
(NVIDIA XAVIER)

VGG19@CIFAR10
(80MB)

4J
(35Mbps)

317J
(7Mbps)

80J when H=10
(NVIDIA XIAVER)

to enabling FL training anytime with good model quality and user
experience and to deploying those intriguing FL applications on
battery powered mobile devices in practice.

Instead of improving the energy efficiency of FL over mobile
devices, most technicians and researchers regard wireless transmis-
sions of local model updates as the bottleneck, and existing research
efforts mainly focus on communication efficient FL designs. For ex-
ample, Bernstein et al. in [4] quantized the model gradients into one
bits, thus greatly reduce the communication costs. Rothchild et al.
in [41] proposed structured and sketched updates to reduce the size
of model updates. McMahan et al. [31] proposed FedAvg to reduce
the communication frequency by allowing devices to perform mul-
tiple local training in one communication round. Haddadpour et al.
in [17] developed an adaptive synchronization scheme to gradually
increase the number of local updates as training proceeds, to further
reduce the total number of communication rounds. However, re-
ducing the number of communication rounds while incurring more
local computing burden is not necessarily equivalent to reducing
the total energy consumption of FL over mobile devices. Besides,
ignoring the fast development of high-speed wireless transmissions
recently, most works above rely on the assumption that wireless
transmission rate is 4∼8 Mbps [31], which is much slower than that
of current Wi-Fi 5.

With the advance of wireless communication technologies (e.g.,
Wi-Fi 5, 5G or future 6G), the data transmission speed is ever in-
creasing, e.g., the standardized 5G transmission rate is 1 Gbps on
average [1] (real-world measured achievable uplink rate is around
32 Mbps), and the empirically tested Wi-Fi 5 transmission rates
in our lab are within the range of 20-90 Mbps. Given high-speed
wireless communications, we have two interesting observations:
(i) The energy consumption of local model updates’ wireless trans-
missions is significantly reduced compared to that of low-speed
wireless communications if the transmission power of mobile de-
vices is fixed, as shown in Table 1. (ii) Since both local training (i.e.,
computing) and model updates (i.e., communications) contribute to
FL convergence, if the energy consumption of high-speed wireless
communications is smaller than that of computing, we may need
to “talk” (communication) more and “work” (computing) less, in
order to reduce the overall energy consumption of FL over mobile
devices.

Inspired by the observations above, in this paper, we propose
an energy efficient federated learning design over mobile devices
(EEFL), which considers the energy benefits of high-speed wireless
communications during FL training, and aims to reduce the overall
energy consumption of mobile devices in FL. Briefly, the proposed

design includes two components: (i) an energy-aware adaptive local
stochastic gradient descent (SGD) policy and (ii) a corresponding
thermal-aware dynamic voltage and frequency scaling (DVFS) strat-
egy for GPU and CPU. We basically answer two questions for the
energy-aware adaptive local SGD policy. First, how to adaptively
increase the number of local updates (i.e., 𝐻 ), which are aware of
wireless transmission conditions and the energy saved by high-
speed wireless communications. Second, when to halt increasing 𝐻
aware of the energy consumption of FL over mobile devices. Given
the device’s local SGD policy in each FL global round, we leverage
the predictable workloads of local training tasks to estimate the
power, time and energy consumption, and further optimize the
DVFS scheduling of GPU and CPU. The goal is to minimize local
on-device training’s energy consumption by adjusting the GPU and
CPU to work at appropriate frequencies without triggering thermal
throttling.

To demonstrate its effectiveness, we implemented and evalu-
ated a full prototype of EEFL system consisting of FL aggregator
(Lambda RTX 8000), mobile FL clients (NVIDIA Jetson TX2, Xavier,
and Android smartphones) and wireless communications (Wi-Fi
5 and 5G) for model updates between them. We conducted exten-
sive experiments with various FL learning models, datasets and
wireless transmission rates. Our experimental results show that the
proposed EEFL can provide smaller training losses and higher test
accuracy with fewer communication rounds and much less energy
consumption, compared with existing peer designs.

2 SYSTEM DESCRIPTION
2.1 FL over Mobile Devices
We consider a classical synchronized FL system consisting of one
mobile edge server (e.g., base station or gNodeB) as the FL aggre-
gator and 𝑁 mobile devices as FL clients. Mobile devices attempt
to jointly learn a global DNN model under the coordination of the
mobile edge server. In particular, the mobile server first initializes
and broadcasts a global model to the participating mobile devices.
After receiving the global model, each mobile device trains its local
model with its own training data examples for 𝐻 local iterations
in parallel. Once the local training is complete, the mobile devices
will upload their model updates to the mobile edge server via wire-
less links. After that, the mobile edge server aggregates the local
models to improve the global model. This procedure repeats until
FL converges. Such iterative FL training process is very energy-
consuming, with energy consumption mainly stemming from two
parts: local on-device computing and wireless communications of
the model update exchanges.

2.2 Computing Energy Consumption
The local computing energy consumption is linearly accumulated
over local iterations, and the energy consumed per iteration can be
calculated as the product of computing time and the mobile device’s
system power. For on-device computing, the major contributor to
mobile device’s system power is the computing runtime power. It
is determined by voltage-frequency (VF) states and CPU/GPU uti-
lization, which are related to specific learning tasks. The empirical
local computing power consumption breakdown of FL over NVIDIA
Jetson TX2 is shown in Fig. 1(a).
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(a) Comp. power breakdown. (b) Comm. power breakdown.

Figure 1: Power breakdown of FL over NVIDIA Jetson TX2s
(VGG16@CIFAR10, Wi-Fi 5: 35Mbps).

(a) Energy consumption: AdaH [17]
vs Fixed H.

(b) Absolute training loss differentials
of global models.

Figure 2: Empirical performance comparison: AdaH vs Fixed
H (ResNet20@CIFAR10, Wi-Fi 5: 35Mbps).

2.3 Communication Energy Consumption
The overall communication energy consumed by each mobile de-
vice for wireless transmissions during the training process can
be calculated as the product of the number of FL global rounds
and the communication energy consumption per round. Here, the
number of global rounds depends on FL convergence. Per round
energy consumption, involving both uplink and downlink transmis-
sion, is mainly determined by transmission rate, the size of model
updates to transmit, and device’s system power consumption for
wireless communications [42]. Note that for wireless communica-
tions, mobile device’s system power consumption includes not only
the transmission power consumed by antenna radiation (e.g., 23
dBm for sub-6GHz 5G [1]), but also power consumed by CPU, “idle”
GPU, memory, RF amplification circuits, baseband signal processing,
etc. [42]. The empirical communication power consumption decom-
position of FL over NVIDIA Jetson TX2 is presented in Fig. 1(b).

3 OBSERVATION
3.1 Hardware Limitation and Our Focus
In this paper, we aim to improve energy efficiency of FL over mo-
bile devices by trading-off computing and communication energy
consumption and reducing both. We envision that many possible
recipes may help us approach to that goal, e.g., weight quantiza-
tion [16, 56], model pruning [19], DVFS [23], help to reduce on-
device training energy, and gradient compression [2, 8], adaptive
local SGD policy [17], high-speed transmission, etc. help to reduce
communication energy. Unfortunately, we cannot blend them all
into our design due to two reasons: (i) Hardware limitation: the
ARM based mobile devices, such as NVIDIA Jetson TX2, Xavier, and

(a) VGG16@CIFAR10, 𝐻 = 10. (b) LSTM@Shakespeare, 𝐻 = 10.

Figure 3: The per iteration energy consumption of two learn-
ing tasks at different CPU and GPU frequencies.

Android smartphones, that we have in the lab and use for experi-
ments, cannot show the advantages of model pruning; TX2 doesn’t
support weight quantization, and Xavier cannot support training
with weight quantization that is lower than 16-bit; and Xavier only
accommodates Wi-Fi 5 for communications. (ii) Learning perfor-
mance loss: either model compression or gradient compression
brings learning performance loss to certain extent in terms of train-
ing loss and testing accuracy. Therefore, we will focus on adaptive
local SGD policy and DVFS in this paper, and leave the testbed ex-
pansion and integration of compression techniques in future work
as discussed in Sec. 7.

3.2 Inefficiency of Existing “AdaH” Policy
State-of-the-art adaptive local SGD policy [17] indicates that the
number of global communication rounds in FL can be reduced by
gradually increasing the number of local training iterations, which
is referred as “AdaH” policy in this paper. Nevertheless, reducing
the number of communication rounds while incurring more lo-
cal computing burden is not necessary to reduce the total energy
consumption of FL over mobile devices. We conducted empirical
experiments to validate our projection. Here, we follow the AdaH
policy in [17]: 𝐻𝑟 = 𝐻0 · (1+𝛼𝑟 ), where 𝑟 is the global round index,
𝐻𝑟 is the number of local training iterations in the 𝑟 -th round, 𝛼
is a coefficient, and 𝐻0 is the initial value of the number of local
iterations. We set 𝐻0 = 4, and stop the FL training when its loss is
lower than 0.3.

First, from the results in Fig. 2(a), we observe that compared with
“Fixed H” policy, AdaH does reduce the communication rounds by
around 85%, while AdaH consumes more energy than Fixed H in
total. The potential reason is that current AdaH policy is not aware
of the energy reduced by high-speed wireless communications and
its benefits for FL training. Second, from the results in Figure 2(b),
we observe that although the AdaH policy can help reduce the loss
quickly with less variance at the early stages, its performance is
similar to that of Fixed H policy at the late stages during FL training.
That means always increasing𝐻 policy of AdaH brings very limited
benefits tomodel convergence at late stages of FL training, while the
energy consumption per round increases exponentially as shown
in Fig. 2(a). Thus, an energy-aware criterion to cease increasing the
number of local training iterations is in need.
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(a) CPU temp.: (VGG16@CIFAR10). (b) Thermal throttling and delay.

Figure 4: Thermal issues of default DVFS.

3.3 Inefficiency of Default DVFS
Given a large 𝐻𝑟 in the 𝑟 -th round, processors (CPU & GPU) work-
ing at high frequencies help to speed up local training, but introduce
thermal throttling issues. In many FL scenarios, certain devices
are more frequently selected than the others[26]. It increases the
likelihood of thermal-throttling for those devices. To avoid the over-
heating issue of devices, DVFS and thermal management [23] have
been widely used to adjust the VF states of processors to reduce
energy consumption. However, we observe that the default DVFS
of mobile devices is learning task agnostic and has thermal issues.

First, we empirically measured energy consumption of Jetson
TX2 with various local training tasks at different GPU and CPU
frequencies. As results shown in Fig. 3, we observe that there exist
optimal working frequencies for processors to minimize the energy
consumption of different learning tasks (e.g., VGG16@CIFAR10, GPU:
1.88 GHz, CPU: 0.65 GHz and LSTM@Shakespeare, GPU: 0.82 GHz, CPU:
1.57 GHz), and different training tasks display different processor-
related computing characteristics (e.g., VGG-19@CIFAR 10 is GPU in-
tensive, and LSTM@Shakespeare is CPU intensive). Unfortunately, those
characteristics cannot be captured by default DVFS governors of
TX2/Xavier (i.e., OnDemand, Interactive, etc.). Among all default
DVFS governors, OnDemand has the best performance in terms of
energy efficiency, while it still consumes much more energy than
the case of GPU and CPU working at the optimal frequencies, since
default DVFS governors are not learning task specific.

Second, if processors work at high frequencies for local training,
the temperature accumulates quickly. Once it triggers thermal throt-
tling, the default DVFS drops the frequency of the processor to its
minimum value. Such a frequency drop will significantly slow down
the local training and incur much more energy consumption. As
the example shown in Fig. 4, the computing time becomes 6 times
slower when the CPU frequency drops from 1.5 GHz to 0.9 GHz.
Thus, given 𝐻𝑟 , for energy efficient local training, a thermal-aware
DVFS strategy to keep processors working at appropriate frequencies
without violating thermal throttling is in need.

4 EEFL DESIGN
4.1 EEFL Overview
To address the issues we observed above, we develop EEFL that
includes: (i) an energy-aware AdaH policy, and (ii) a thermal-aware
DVFS strategy. For the proposed energy-aware AdaH policy, we
basically answer two questions: (1) How to develop an adaptive 𝐻𝑟
policy aware of wireless transmission rates between mobile edge

server and mobile devices? (2) How to design an energy-aware pol-
icy to stop increasing𝐻𝑟 ? Given the updated𝐻𝑟 , the thermal-aware
DVFS design allows mobile devices to customize their DVFS strate-
gies specific to learning tasks, keep processors working at optimal
frequencies without triggering thermal throttling and minimize the
energy consumption of local on-device training. The sketch of the
EEFL design is shown in Fig. 5.

4.2 Energy-Aware AdaH Policy
4.2.1 Wireless communications aware AdaH.
As explained in Sec. 3.2, to improve the energy efficiency of FL over
mobile devices, it is not good enough to naively increase 𝐻 over
rounds, and the energy saved by high-speed wireless communica-
tions should be considered for the AdaH policy design. Since both
local on-device training and local model updates contribute to FL
convergence, our idea behind the wireless communications aware
AdaH policy is intuitive: trade-off communications and computing,
i.e., when the wireless transmission rates between mobile devices
and mobile edge server are high, we “talk” more and “work” less;
when the wireless transmission rates between mobile devices and
mobile edge server are low, we “work” more and “talk” less.

Following that intuition, we ameliorate the AdaH policy in [17]
and formulate the wireless communications aware AdaH policy in
EEFL as follows.

𝐻𝑟𝑖 =

𝐻0 +
𝑟∑︁
𝑗=1

𝛼 (𝑠 𝑗
𝑖
) △ 𝐻

 , (1)

where 𝐻𝑟
𝑖
is the number of local training iterations for mobile

device 𝑖 in the 𝑟 -th round, 𝐻0 is the initial value of the number of
local iterations, △𝐻 ≥ 0 is the increment unit, and 𝛼 (·) is a non-
negative decreasing function of wireless transmission rates. Here,
we denote 𝑠𝑟

𝑖
as the average transmission data rate between mobile

device 𝑖 in the 𝑟 -th round.
A simple interpretation of the upgraded AdaH policy defined in

Eqn. (1) is: during the 𝑟 -th round, if the wireless communications
between mobile device 𝑖 and mobile edge server is fast (i.e., large 𝑠𝑟

𝑖
),

the increment of𝐻𝑟
𝑖
will be small, and device 𝑖 will compute less and

communicate more; otherwise, if the wireless communications be-
tween 𝑖 and mobile edge server is slow (i.e., small 𝑠𝑟

𝑖
), the increment

of 𝐻𝑟
𝑖
will be large, and device 𝑖 will compute more and communi-

cate less. In this way, the AdaH policy in Eqn. (1) benefits not only
from increasing 𝐻𝑟 as illustrated in [17] but also from awareness of
wireless transmission rates and computing-communication trade-
off, which eventually helps to improve the energy efficiency of FL
over mobile devices.

4.2.2 An energy-aware criterion to stop 𝐻𝑟
𝑖
’s increasing.

Following the second observation in Sec. 3.2, the benefits of increas-
ing 𝐻𝑟

𝑖
in Eqn.(1) diminish in the late stages of FL training, when

it is close to convergence. However, on-device computing energy
consumption increases exponentially. An energy-aware criterion
to stop increasing 𝐻𝑟

𝑖
is needed.

Here, we propose a simple yet effective “STOP” metric by eval-
uating the ratio of 𝐻𝑟−1

𝑖
’s contributions to global training and its

corresponding computing energy cost:

Λ𝑟𝑖 = |ℓ𝑟−2 − ℓ𝑟−1 |/𝐸𝑟−1𝑖,𝑐𝑝 , (2)

547



EEFL: High-Speed Wireless Communications Inspired Energy Efficient Federated Learning over Mobile Devices MobiSys ’23, June 18–22, 2023, Helsinki, Finland

Figure 5: The design sketch of energy efficient federated learning over mobile devices (EEFL).

where ℓ𝑟−1 and ℓ𝑟−2 are the training loss of global model in the
(𝑟 − 1)-th round and the (𝑟 − 2)-th round, respectively, and 𝐸𝑟−1

𝑖,𝑐𝑝

denotes the computing energy of mobile device 𝑖 in the (𝑟 − 1)-
th round. Here, we employ model performance analysis to decide
whether 𝐻𝑟

𝑖
should be increased or not. If increasing 𝐻𝑟−1

𝑖
in the

(𝑟 − 1)-th round contributes a lot to global training by increasing
limited computing energy consumption, i.e., Λ𝑟

𝑖
is large, we will

continue increasing 𝐻𝑟
𝑖
. If increasing 𝐻𝑟−1

𝑖
in the (𝑟 − 1)-th round

has limited contributions to global training by increasing a lot
of computing energy consumption, i.e., Λ𝑟

𝑖
is small, we will stop

increasing 𝐻𝑟
𝑖
, and set 𝐻𝑟

𝑖
= 𝐻𝑟−1

𝑖
.

Generally speaking, Λ𝑖 measures how much training loss is re-
duced per Joule for device 𝑖 . At the beginning stages of FL training,
Λ𝑖 is large and device 𝑖 would increase 𝐻𝑖 , since it helps to reduce
the global model loss. As FL training proceeds, Λ𝑖 becomes small
as the change of global model loss becomes small, and the com-
puting energy consumption increases. Once Λ𝑟

𝑖
for the 𝑟 -th round

is smaller than a certain threshold Λth, it suggests by increasing
𝐻𝑟
𝑖
, device 𝑖 may have limited contributions to the global model for

potential huge energy consumption. At this point, device 𝑖 should
stop increasing 𝐻𝑟

𝑖
and continue local training with 𝐻𝑟

𝑖
= 𝐻𝑟−1

𝑖
.

4.3 Thermal-Aware DVFS Strategy
Given the updated 𝐻𝑟 policy, we then propose a thermal-aware
DVFS design that can be configured by the mobile device itself.
To address the inefficiency of default DVFS mentioned in Sec. 3.3,
we first build up on-device training task (DNN@dataset) specific
computing energy modeling of processors (CPU and GPU), esti-
mate model parameters for practical usage and validate them with
empirical studies. Then, based on the computing energy modeling
of processors, we formulate an optimization problem to jointly
adjust the VF states of CPU and GPU to minimize the energy con-
sumption of local on-device training without triggering thermal
throttling. Note that since each mobile device determines its DVFS
scheduling independently, we omit the mobile device index nota-
tion (i.e., the subscript 𝑖) and describe the DVFS scheduling without
differentiating them in this subsection.

4.3.1 Learning Task Specific Computing Energy Modeling.
The CPU/GPU in most mobile devices can work across a set of
discrete VF states, e.g., for CPU, F𝑐 = {𝑓𝑐,𝑗 }𝐽𝑗=1 and for GPU, F𝑔 =
{𝑓𝑔,𝑘 }𝐾𝑘=1. To obtain the computing energy over 𝐻𝑟 iterations, we

first model the processors’ computing runtime power and comput-
ing time for one single iteration. Then, we employ those models to
calculate processors’ computing energy for one iteration by letting
processors work at 𝒇 𝑗,𝑘 ∈ F𝑐 × F𝑔 , where 𝒇 𝑗,𝑘 = (𝑓𝑐,𝑗 , 𝑓𝑔,𝑘 ) and the
total design space is 𝐶 =

��F𝑐 × F𝑔
��. Then, we sequentially add up

the processors’ computing energy consumption from the 1st itera-
tion to the𝐻𝑟 -th iteration (i.e., processors working at a sequence of
frequency states) to estimate the energy consumption of processors
for performing 𝐻𝑟 local iterations.

Computing power model: For a local training iteration, the
average computing power of CPU and GPU at state 𝒇 𝑗,𝑘 can be
modeled as [57],

𝑃𝑐 (𝑓𝑐,𝑗 ) = (𝑉𝑐,𝑗 )2 𝑓𝑐,𝑗𝜏𝑐 , and 𝑃𝑔 (𝑓𝑔,𝑘 ) = (𝑉𝑔,𝑘 )2 𝑓𝑔,𝑘𝜏𝑔, (3)

where𝑉𝑐,𝑗 and𝑉𝑔,𝑘 are the voltage values of CPU and GPU, respec-
tively, 𝜏𝑐 and 𝜏𝑔 indicate the average resource utilization ratios of
CPU and GPU, respectively. 𝑽 𝑗,𝑘 = (𝑉𝑐,𝑗 ,𝑉𝑔,𝑘 ) is jointly determined
by𝒇 𝑗,𝑘 and hardware configurations [10]. Here, the computing char-
acteristics of a learning tasks can be reflected by 𝜏𝑐 and 𝜏𝑔 . Given
𝒇 𝑗,𝑘 , the average power consumption within one local iteration is
computed as

𝑃 (𝒇 𝑗,𝑘 ) = 𝑃𝑐 (𝑓𝑐,𝑗 ) + 𝑃𝑔 (𝑓𝑔,𝑘 ) + 𝑃0, (4)

where 𝑃0 denotes the the summation of power consumption unre-
lated to the CPU and GPU VF scaling.

Computing time estimation: Since CPU’s and GPU’s work-
loads to train a specific learning task are almost evenly distributed
across iterations, it helps us find a simple yet effective way to esti-
mate the computing time at different VF states. Assume that the
computing time 𝐷𝑐𝑝 (𝒇 𝑗,𝑘 ) is inversely proportional to the frequen-
cies of CPU and GPU 𝒇 𝑗,𝑘 [11]. Since the CPU and GPU work-
loads almost remain unchanged across iterations, we can leverage
the computing time measured at the maximum frequency setting
(𝑓𝑐,max, 𝑓𝑔,max) and estimate the computing time for one local itera-
tion at 𝒇 𝑗,𝑘 [11]:

�̂�𝑐𝑝 (𝒇 𝑗,𝑘 ) = (1 − 𝜌) · 𝐷min
𝑓𝑐,max
𝑓𝑐,𝑗

+ 𝜌 · 𝐷min
𝑓𝑔,max

𝑓𝑔,𝑘
, (5)

where 𝜌 is the ratio of computing time on GPU, (1− 𝜌) is the ratio
of computing time on CPU, and 𝐷min is the minimum time when
the mobile device operating at the maximum frequency of both
CPU and GPU. The value of 𝜌 varies over different learning tasks,
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Figure 6: Validation of parameter estimation and computing
energy model (VGG@CIFAR10, NVIDIA Jetson TX2); the
estimated parameters are 𝜌 = 0.94, 𝜏𝑔 = 0.742, 𝜏𝑐 = 0.236,
𝑃0 = 246𝑚𝑊 , and 𝐷min = 0.58.

and once the learning task is fixed, 𝜌 is fixed, which implies that 𝜌
captures the computing characteristics of the specific learning task.

Computing energy model: The computing energy is the prod-
uct of the average computing power and the computing time in
ℎ-th iteration at 𝑟 -th round, which is

𝐸
𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 ) = 𝐷

𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 ) · 𝑃𝑟,ℎ (𝒇 𝑗,𝑘 ). (6)

The total computing energy at communication round 𝑟 is the
sum of the energy consumed for 𝐻𝑟 local iterations, i.e., 𝐸𝑟𝑐𝑝 =∑
ℎ 𝐸

𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 ) .

Thermal model:With the computing energy modeling above,
we can model how the processors’ temperature changes when
performing one local training iteration ℎ ∈ {1, 2, · · · , 𝐻𝑟 } at the
state 𝒇 𝑗,𝑘 . Here, we consider the following discretized version of a
lumped RC thermal model [27]:

𝑇 𝑟,ℎ+1 = 𝑇 𝑟,ℎ +
𝐷
𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 )
𝑅𝑡ℎ𝐶𝑡ℎ

(𝑅𝑡ℎ𝑃𝑟,ℎ (𝒇 𝑗,𝑘 ) −𝑇 𝑟,ℎ), (7)

where 𝑇 𝑟,ℎ is the temperature at the beginning of local iteration
ℎ, and 𝑅𝑡ℎ and 𝐶𝑡ℎ are the device-specific thermal resistance and
capacitance, respectively, e.g., default 𝑅𝑡ℎ and 𝐶𝑡ℎ of the NVIDIA
Jetson TX2 [3, 38] are 2 ◦𝐶/𝑊 and 0.9 𝐽/◦𝐶 , respectively.

4.3.2 Parameter Estimation and Model Validation.
For the computing energy model in Eqn. (6), we still have five
unknown parameters, i.e., 𝐷min, 𝜌 , 𝜏𝑐 , 𝜏𝑔 , and 𝑃0. 𝐷min can directly
be measured by setting the CPU and GPU to work at their maximum
frequencies. To estimate the rest of parameters, we can randomly
pick two different states,𝒇 𝑗,𝑘 and𝒇𝑝,𝑞 (𝒇 𝑗,𝑘 ,𝒇𝑝,𝑞 ∈ F𝑐×F𝑔), conduct
a small number of local training iterations (≤ 5), and record the
power consumption and computing time. Based on the recorded
information, 𝜌 can be estimated as 𝜌 = ( 𝐷 (𝑓𝑘 )

𝐷min
− 𝑓𝑐,max

𝑓𝑐,𝑗
)/( 𝑓𝑔,max

𝑓𝑔,𝑘
−

𝑓𝑐,max
𝑓𝑐,𝑗

) . We can also estimate 𝜏𝑔 by solving a three-variable linear

equation in Eqn. (3) and Eqn. (4) and have

𝜏𝑔 =

(
𝑃 (𝒇 𝑗,𝑘 ) + 𝑃 (𝒇max ) −

𝑃 (𝒇 𝑗,𝑘 )+𝑃 (𝒇 𝑝,𝑞 )
(𝑉𝑐,𝑗 )2 𝑓𝑐,𝑗 +(𝑉𝑐,𝑝 )2 𝑓𝑐,𝑝

)
(
(𝑉𝑔,𝑘 )2 𝑓𝑔,𝑘 + (𝑉𝑐,max )2 𝑓𝑐,max −

(𝑉𝑔,𝑘 )2 𝑓𝑔,𝑘+(𝑉𝑐,𝑞 )2 𝑓𝑐,𝑞
(𝑉𝑐,𝑗 )2 𝑓𝑐,𝑗 +(𝑉𝑐,max )2 𝑓𝑐,max

) .
Similarly, we can estimate 𝜏𝑐 and 𝑃0. Then, we can replace the
unknown parameters in Eqns. (3), (4) and (5) with the estimated
values of those parameters.

We have conducted experiments to validate the proposed param-
eter estimation methods and computing energy model. Briefly, we
have measured the power consumption of Jetson TX2 using built-in
sensors, recorded its computing time in Python and calculated the
real-world energy consumption. We compare it with the estimated
energy in Eqn.(6), and show the results in Fig. 6. The surface is
the estimated energy, and red dots are the energy consumption
measurements at different values of 𝒇 𝑗,𝑘 . We have also done similar
comparisons using different learning tasks, and the results show
that the estimation error ratio is small (≤5%).

4.3.3 Thermal-Aware DVFS Scheduling.
With the fulfilled computing energy and thermal models above, to
address the thermal issues of default DVFS recognized in Sec. 3.3,
we develop a thermal-aware DVFS scheduling for mobile devices.
The goal is to minimize the on-device training energy consumption
without violating the delay and thermal constraints during every FL
global round. The thermal-aware DVFS optimization is as follows.

min
𝑓𝑐,𝑗 ,𝑓𝑔,𝑘

𝐸𝑟𝑐𝑝 =

𝐻𝑟∑︁
ℎ=1

𝐸
𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 ) (8a)

s.t., 𝑇 𝑟,ℎ+1 = 𝑇 𝑟,ℎ +
𝐷
𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 )
𝑅𝑡ℎ𝐶𝑡ℎ

(𝑅𝑡ℎ𝑃𝑟,ℎ (𝒇 𝑗,𝑘 ) −𝑇 𝑟,ℎ), (8b)

𝑇 𝑟,ℎ ≤ 𝑇th, ∀ℎ ∈ {1, · · · , 𝐻𝑟 } (8c)
𝐻𝑟∑︁
ℎ=1

𝐷
𝑟,ℎ
𝑐𝑝 (𝒇 𝑗,𝑘 ) ≤ 𝐷th, (8d)

where 𝑇 𝑟,ℎ denotes the temperature of local iteration ℎ in 𝑟 -th
round. Constraint (8c) ensures zero thermal throttling [23], i.e., the
temperature will not exceed the threshold 𝑇th to avoid triggering
thermal throttling. Constraint (8d) guarantees mobile devices com-
plete their local training within a pre-set deadline 𝐷th, which is
determined by mobile edge server.

The DVFS scheduling in (8) can be mapped to the multi-choice
knapsack problem (MCKP). The thermal and delay constraints can
be regarded as the capacities of the knapsack, and the goal is to fill
in items (i.e., CPU and GPU frequencies), so that the total costs (i.e.,
energy) of the objects in the knapsack is minimized. We exploit
dynamic programming [12] to solve this thermal-aware DVFS opti-
mization. The solution has a complexity of O(𝐶𝐻𝑟𝑇𝑡ℎ𝐷𝑡ℎ), and the
solution searching space can be further reduced by discarding those
VF states whose steady-state temperature 𝑇𝑠 (𝒇 𝑗,𝑘 ) = 𝑅𝑡ℎ𝑃

𝑟,ℎ (𝒇 𝑗,𝑘 )
is higher than 𝑇th.

5 IMPLEMENTATION & EVALUATION SETUP
In this section, we first describe the implementation of the EEFL
system (Sec. 5.1), then introduce two FL tasks, four local DNN
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(a) (b)

Figure 7: EEFL testbed in the lab: (a) FL testbed configuration;
(b) Samsung A32’s energy consumption measured by the
Monsoon Power Monitor [35].

models and three datasets used for experiments (Sec. 5.2), and
last present several peer FL designs employed for performance
comparison (Sec. 5.3).

5.1 EEFL Prototype
The EEFL is implemented on testbed. The testbed, as illustrated
in Fig 7(a), consists of an FL aggregator and 15 FL clients. On FL
aggregator side, we use a NVIDIA RTX 8000 with 48GB memory.
On FL client side, we consider three types of mobile devices: (1)
NVIDIA Jetson TX2 with Jetpack 4.4, which has an NVIDIA Pascal
GPU, 6-core ARM CPU, 8GB DDR4 memory; (2) NVIDIA Jetson
Xavier with Jetpack 4.6, which has a Volta GPU and 8-core ARM
CPU, 8GB DDR4 memory; and (3) Samsung A32 smartphone with
a Mali-G53 MP3 GPU and Octa-core ARM CPU, 8GB RAM. For the
communications between FL aggregator and FL clients, we follow
the WebSocket [15] communication protocol and employ Wi-Fi
5 for wireless transmissions. The command line tools nmcli and
wondershaper are used for reporting network status and controlling
wireless transmission rates.

EEFL is implemented by building on top of FLOWER [5]. In total,
we changed and added more than 800 lines of codes to FLOWER
in both the FL aggregator and the FL client sides, in order to sup-
port the proposed energy-aware adaptive local SGD policy and
thermal-aware DVFS scheduling. In particular, EEFL allows the mo-
bile devices to customize the local SGD policy and DVFS scheduling.
On the client side, given the newly-received global model and their
computing energy consumption from the last round, the FL client
can calculate its Λ𝑖 . To estimate 𝑠𝑟

𝑖
, we let Jetson devices apply

network analysis toolbox, bmon [39], and android smartphones
utilize Network Monitor toollbox in the Android kernal. At the 𝑟 -th
communication round, they can determine the adaptive 𝐻𝑟 policy
based on the estimated 𝑠𝑟

𝑖
. Here, we set 𝛼 function as a decreas-

ing linear function1. We select the value of stopping threshold Λ
among {10−4, 5 × 10−4, 10−3} for the best testing accuracy. Then,
to optimize local computing energy, the FL clients dynamically
adjust CPU-GPU VF states by setting Userspace governor in Linux.
Note that the MCKP problem is solved and coded in Python, and
implemented at the client side. Given the estimated transmission
rate, FL clients can solve MCKP problem while they wait for the
new global model. The computational time of MCKP is less than
the waiting time (see details in Sec. 6.5) and the solutions can be

1More detailed discussions are provided in Appendix B.

stored in a local look-up table. Hence, the overall computational
overhead is very small.

To monitor and measure the energy consumption, Jetson devices
are programmed with Python 3.6 to monitor its computing and
Wi-Fi power consumption with the INA3221 module, temperatures,
and frequencies of CPU and GPU with built-in sensors, which are
accessible through sysfs [34] in the Linux kernel. For Android smart-
phones, we employ the Monsoon Power Monitor [35] to measure
their power consumption during the FL process. The temperature
and CPU/GPU frequencies can also be collected via sysfs in the
Android kernel. We set the peak temperature𝑇𝑡ℎ = 60 ◦𝐶 to protect
devices from overheating damages [27].

5.2 Models and Datasets
Our experiments consist of three FL tasks: image classification, next
character/word prediction, and human activity recognition (HAR).

For image classification FL task, we use two datasets: (1) MNIST
dataset [13] with total 60,000 training images. We train with 2-
layer CNN. (2) CIFAR10 dataset [25] with 50,000 training images.
We train VGG16 [46] and ResNet20 [18] to classify the image. We
denote _ as the non-i.i.d levels, where _ = 1 indicates that data on
each device only belong to one label, _ = 0.75 indicates that 75% of
the data belong to one label and the remaining 25% data belong to
other labels, _ = 0.25 indicates that 25% of the data belong to one
label and the remaining 75% data belong to other labels, and _ = 0
represents i.i.d data setting.

For the next character prediction FL task, we use Shakespeare
dataset [6], which is built from The Complete Works of William
Shakespeare. Specifically, the Shakespeare dataset contains 845,231
samples separated into 139 users. The Shakespeare dataset is natu-
rally unbalanced and non-i.i.d. For the next word prediction FL task,
we use Reddit, which contains redditposts with 32,680 samples [6].
We use two-layer LSTM [20] to train the next character/word pre-
diction task.

For HAR task, we use UCI-HAR dataset that contains six types
of activity data from 30 users with 10,299 samples. We use 2-layer
CNN in [45] to train it.

5.3 Peer FL Designs for Comparison
We compare the EEFL with the following peer FL designs under
different FL learning tasks, DNN models and datasets.
FedAvg [31]: FL aggregator considers a fixed local SGD policy and
the FL clients utilize default DVFS governor for energy and thermal
management.
LUPA [17]: FL aggregator considers a adaptive local SGD policy
during FL training and the adaptive rule is defined as 𝐻𝑟 = 𝐻0 ·
(1 + 𝛼𝑟 ). Similar to the FedAvg, the FL clients utilize default DVFS
governor for energy and thermal management.
E-AdaH : FL aggregator applies the proposed energy-aware local
SGD policy, and the adaptive rules are illustrated in Sec. 4.2. The
FL clients utilize default DVFS governor for energy and thermal
management.
FEDL [14]: FL aggregator considers a fixed local SGD policy during
FL training and optimizes the operating CPU frequencies of FL
clients to minimize the energy consumption under delay constraints
without considering thermal effects.
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SparFL [28]: FL aggregator uses the fixed local SGD policy and
gradient sparsification to reduce energy consumption. The optimal
gradient sparsification and 𝐻 are derived based on FL convergence
bounds.

6 EVALUATION RESULTS & ANALYSIS
In this section, we present the experimental evaluation of EEFL
and performance comparison with its peer FL designs, aiming to
demonstrate EEFL’s effectiveness and superiority.

6.1 FL Performance & Energy Efficiency
6.1.1 Performance comparison with FedAvg, LUPA & E-AdaH. Fig-
ure 8 shows the comparison of different FL schemes in terms of FL
performance and corresponding energy consumption, i.e., Figs. 8(a)-
8(d): training loss vs energy consumption, and Figs. 8(e)-8(h): testing
accuracy vs energy consumption, when FL converges. It is obvious
that both EEFL and E-AdaH have better performance than LUPA and
FedAvg. Taking training loss for example, when FL converges, EEFL
saves around 51%∼72% energy for the same training loss across
different FL tasks, compared with LUPA, and reduces 28%∼58%
compared with FedAvg. Similarly, E-AdaH reduces 32%∼71% energy
consumption for the same training loss, compared with LUPA and
reduces 18%∼52%, compared with FedAvg. The same trends can
be observed for testing accuracy in Fig. 8(e)-8(h). It demonstrates
the effectiveness of the proposed energy-aware AdaH policy. To
effectively reduce energy consumption, both EEFL and E-AdaH are
aware of the energy saving contributions of high-speed wireless
communications, and understand the importance of “FL perfor-
mance improvement per Joule” for mobile devices.

Besides, the proposed EEFL outperforms E-AdaH. Taking training
loss for example, EEFL and E-AdaH have similar performance for
ResNet20@CIFAR10 case (EEFL: 36,649 J vs E-AdaH : 36,777 J) in
Fig. 8(b). For complex model in image tasks (e.g., VGG@CIFAR10),
EEFL can reduce 28% energy consumption compared with E-AdaH.
For the language task, the proposed EEFL can save 8%∼24% energy
than E-AdaH. The reasons for EEFL’s superiority are: (1) the learning
specific DVFS in EEFL is more energy efficient than the default
DVFS in E-AdaH, and (2) for a complex task to train a large model
(e.g., VGG16@CIFAR10), the thermal-aware DVFS scheduling of
EEFL can avoid performance degradation due to CPU’s and GPU’s
overheating and frequency dropping.

6.1.2 Performance comparison with FEDL & SparFL.
Furthermore, we compare EEFL with two most related prior de-
signs, FEDL and SparFL, both of which aim to minimize the energy
consumption of FL over mobile devices as well. The results are
shown in Table 2. Compared with FEDL, the proposed EEFL can
save around 40%∼50% energy while increasing ∼1.2% testing accu-
racy on average for image tasks; reduce energy consumption by
18%∼33% and improves testing accuracy by ∼0.1% testing accuracy
on average for the language task; and save energy consumption
by 37% and improves testing accuracy by 0.13% for the HAR task.
The reason behind is that FEDL only optimizes the CPU working
frequencies, but ignores the GPU frequencies and thermal issues.
Besides, the fixed local SGD policy in FEDL is not aware of the
computing-communication energy trade-off, or its potential ben-
efits of improving the energy efficiency of mobile devices during

FL training. Compared to SparFL, we find that the proposed EEFL
can lower energy consumption by 23%∼28.1% while improving test-
ing accuracy ∼ 0.2% on average for the image tasks; and it saves
13%∼31% energy with 0.05%∼0.9% testing accuracy improvement
for the language task; and it reduces energy consumption by 31%
and improves testing accuracy by 1.2% for the HAR task. The poten-
tial reason is three-folder: although gradient sparsification helps to
reduce the size of local model updates and thus reduce the energy
consumption, (1) the theoretical FL converge bound used in [28]
may be not that tight, (2) the fixed local SGD policy may slow down
the FL convergence in practice, and (3) no thermal-aware DVFS is
used in SparFL.

6.2 Impacts of Wireless Transmission Rates
First, we exploit wondershaper [21] to set up Wi-Fi 5 transmission
rates. Here, we only consider two types of mobile devices: Jetson
Xavier and Jetson TX2. Fig. 9 presents the training energy with
varying wireless transmission rates. The results indicate that the
FL training energy consumption decreases as the wireless transmis-
sion rate increases. Moreover, under all those transmission rates,
the proposed EEFL scheme outperforms the other FL designs due
to its awareness of the computing-communication energy trade-off.
For example, for "Wi-Fi 56 Mbps", EEFL reduces 55%, 61% and 21%
energy consumption, compared with LUPA, FedAvg and E-AdaH in
VGG16@CIFAR10, respectively. We also find that different trans-
mission rates yield different workload allocation between “working”
and “talking” to achieve FL convergence at the least energy con-
sumption in EEFL. From the monitored 𝐻 value of Jetson TX2 over
EEFL rounds in Figs. 9(b) and 9(d), we find that when transmission
rate is low, mobile devices “work” more (i.e., large 𝐻 ) and “talk”
less; when transmission rate is high, mobile devices “work” less
(i.e., small 𝐻 ) and “talk” more. For example, in VGG16@CIFAR10
case, when Wi-Fi speed is 35 Mbps, 𝐻 stops increasing at around
65 for "Wi-Fi 35 Mbps"; by contrast 𝐻 stops increasing at around
23 for "Wi-Fi 80 Mbps".

Then, we compare EEFL with other schemes under more com-
plex wireless transmission scenarios, which have three types of
mobile devices (the aforementioned two types of Jetson devices and
Android smartphones) under the following two settings: (1) Jetson
devices are connected via Wi-Fi 5, and Android smartphones are
connected via 5G networks in an indoor environment (i.e., “Mix-
Indoor”), and (2) Jetson devices are connected via Wi-Fi 5, and
Android smartphones are connected via 5G networks in an outdoor
environment (i.e., “Mix-Outdoor”). We measure and record the logs
of uplink transmission rates of Wi-Fi 5 and 5G, as shown in Fig. 9(e).
Here, we conduct the experiments of 15 FL clients. There are 5
Xaivers and 5 TX2s communicating with the server via Wi-Fi 5, and
5 Android smartphones via 5G.

Obviously, Android smartphones have higher 5G transmission
rates outdoors than indoors, while other devices are experiencing
higher Wi-Fi 5 transmission rate indoors than outdoors. Corre-
spondingly, for CNN@MNIST, as shown in Fig. 9(g), we can ob-
serve that the Android smartphones “work” more and the Jetson
devices “work” less in the outdoor/indoor scenario. Figure 9 shows
the total energy consumption of different FL schemes under “Mix-
Indoor” and “Mix-Outdoor” scenarios. The proposed EEFL scheme
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(a) VGG16@CIFAR10. (b) ResNet20@CIFAR10 (c) LSTM@Shakespeare (d) CNN@MNIST.

(e) VGG16@CIFAR10. (f) ResNet20@CIFAR10 (g) LSTM@Shakespeare (h) CNN@MNIST.

Figure 8: Learning performance and energy consumption under different FL tasks, local DNN models and datasets.

Table 2: Energy efficiency (EE) and accuracy on six datasets with the real-world user data.

Task CV NLP HAR

Dataset CNN@MNIST ResNet20@CIFAR10 VGG16@CIFAR10 LSTM@Shakespeare LSTM@Reddit CNN@HAR

Methods EE Acc. EE Acc. EE Acc. EE Acc. EE Acc. EE Acc.

FedAvg 1x 98.37 1x 89.41 1x 81.64 1x 47.14 1x 12.75 1x 82.15
LUPA 0.81x 98.60 0.90x 90.12 1.12x 83.77 0.80x 47.01 0.48x 12.80 0.82x 82.28
FEDL 1.17x 98.33 1.15x 87.32 1.23x 83.71 1.14x 46.83 1.21x 12.76 1.14x 82.13
SparFL 1.31x 98.30 1.76x 89.25 1.66x 81.48 1.29x 46.46 1.28x 12.71 1.25x 81.18
E-AdaH 1.40x 98.41 2.12x 89.82 1.67x 83.92 1.21x 47.34 1.80x 12.82 1.50x 82.32
EEFL 1.79x 98.41 2.31x 89.67 2.36x 83.91 1.64x 47.22 1.89x 12.84 1.82x 82.31

can always obtain high model accuracy with the minimum training
energy consumption.

The findings above are consistentwith our computing-communication
energy trade-off analysis and design philosophy of energy-aware
AdaH policy in EEFL.

6.3 Advantages of Thermal-Aware DVFS
In Fig. 10(a), we provide the CPU temperature profiles of Jetson TX2
over time, when performing local training with VGG16@CIFAR10.
We zoom in the temperature turning point from 145 s to 215 s,
and compare the CPU frequency changes between default DVFS
and the thermal-aware DVFS of the proposed EEFL in Fig. 10(b).
From the results, we observe that after reaching peak temperature
60◦𝐶 , the CPU temperature of TX2 with default DVFS quickly
decreases. The reasons are (i) the cooling system for processors in
TX2 automatically starts to protect processors from overheating
damages [27], and (ii) the default DVFS governor drops the CPU
frequency to a very low level (from 2.05 GHz to 800 MHz). As we
know, low frequencies will significantly slow down the training
process, which may result in more energy consumption. Besides,
we find that the CPU frequency managed by the default DVFS has
large fluctuations, when the temperature is high. By contrast, the

proposed thermal-aware DVFS scheduling ensures that the CPU
temperature is well regulated, so that the peak temperature in EEFL
will not exceed the temperature threshold. For example, when the
CPU temperature approaches to 59◦𝐶 at around 145 s, the thermal-
aware DVFS will gradually lower the CPU frequencies from 1.42
GHz to 1.136 GHz. We observe that compared with default DVFS,
the thermal-aware DVFS ensures not only the frequency dropping
is small, but also the frequency adjustment process is very smooth.
In addition, the thermal-aware DVFS is learning task specific, so
that its smooth frequency adjustment will maintain processors
working around their optimal VF states for a given local training
task. Similar analyses apply to GPU temperature and frequency
adjustment as well. All those advantages of the thermal-aware
DVFS help it savemore energy than default DVFS, and achieve good
energy efficiency performance, which is close to the estimated ideal
case without considering thermal throttling, as shown in Fig. 10(c).
Similar frequency adjustment and temperature regularization can
also been observed on theAndroid smartphoneswhen the on-device
training task is CNN@MNIST, as shown in Fig. 11. Figure 11(a)
shows the temperature changes during the entire training process,
and Fig. 11(b) displays the zoomed-in temperature turning point
from 1180 s to 1270 s.
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(a) Energy consumption
(VGG16@CIFAR10).

(b) AdaH policy in EEFL
(VGG16@CIFAR10).

(c) Energy consumption
(LSTM@Shakespeare).

(d) AdaH policy in EEFL
(LSTM@Shakespeare).

(e) Uplink Tx. rate traces of Wi-Fi 5 and 5G. (f) Energy consumption (CNN@MNIST). (g) AdaH policy in EEFL (CNN@MNIST).

Figure 9: Performance of FL designs under different wireless Tx. rates. For (a), (c), and (e), the numbers above the bars are the
model accuracy of different methods.

(a) The temperature profile of CPU: E-AdaH
vs EEFL.

(b) Zoomed in CPU temperature and fre-
quency changes in Fig. 10(a).

(c) Training energy: (𝑓𝑐 ,𝑓𝑔) is the averaged
CPU & GPU frequencies.

Figure 10: Performance comparison of default DVFS and thermal-aware DVFS on Jeston TX2 (VGG16@CIFAR10).

(a) The temperature profile of CPU: E-AdaH
vs EEFL.

(b) Zoomed in CPU temperature and fre-
quency changes in Fig. 11(a).

(c) Training energy: (𝑓𝑐 ,𝑓𝑔) is the averaged
CPU & GPU frequencies.

Figure 11: Performance comparison of default DVFS and thermal-aware DVFS on Samsung A32 (CNN@MNIST).

6.4 Impacts of Data Heterogeneity
We further evaluate the performance of EEFL with different data
distributions in the context of skew class distribution and unbal-
anced number of training data samples. As shown in Fig. 12, we find
that training with non-i.i.d data incurs more energy than that with

i.i.d data. The results also indicate that the adaptive local SGD pol-
icy helps to improve the model performance and save the training
energy consumption in both i.i.d and non-i.i.d cases. Furthermore,
since the proposed EEFL adopts both energy-aware AdaH policy
and thermal-aware DVFS scheduling, it has the best performance
in terms of energy efficiency for FL over mobile devices.
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Figure 12: Energy consumption under data heterogeneity
(VGG16@CIFAR10). The numbers above the bars represent
the testing accuracy.

6.5 Overhead
The average computing time of solving the MCKP formulated in
Eqn. (8) per device is 780 ms, which is equal to 0.17%, 0.8%, 3% and
3.6% of the training time for VGG16, Resnet, LSTM and CNN. The
average energy consumption of solving the MCKP is 2.25J. This
overhead is totally acceptable, given EEFL’s huge margin in energy
efficiency improvement.

7 DISCUSSION & FUTUREWORK
We plan to integrate some potential extensions into EEFL in the
future. Note that all extensions below are compatible with EEFL
and not against any analyses/results in this paper.
Integration with model compression techniques. As explained
in Sec. 3.1, although we know model compression techniques (e.g.,
model pruning, quantization, and sparficication) help to reduce
computing workloads and energy, they are not included in current
EEFL design due to the learning performance loss and hardware
limitation. We plan to expand our EEFL testbed with FPGA based
Xilinx Zynq [49] and hardware and software co-designs to sup-
port and show the actual advantages of model compression. By
integrating those compression techniques, it’s worth investigating
how compression parameters affect the computing-communication
energy trade-off, AdaH policy, thermal-aware DVFS, etc.
Integration with more heterogeneous mobile devices. Besides
Xilinx Zynq, we would like to enrich the testbed with more mobile
devices of various types, e.g., Jetson Nano, Raspberry Pi 4, tablets
supporting on-device training, etc. We will study how to customize
their local SGD policy and DVFS. Considering heterogeneous com-
puting and communication capabilities among devices, we also plan
to upgrade EEFL design by jointly optimizing the energy consump-
tion of individual mobile device, fairness and learning performance,
and evaluate it under the updated EEFL testbed.
Integration with richer wireless environments.We also plan
to evaluate the EEFL’s performance under more wireless envi-
ronments, such as mobile devices are moving, wireless network
contention/congestion situations, Wi-Fi 6 transmission speed, etc.
Moreover, We plan to concatenate current mobile device devel-
opment kits (e.g., Jetson TX2) with USRPs (e.g., USRP B210 and
VERT2450 Antenna) and employ open-source GNU Radio software
to integrate different communication approaches into EEFL plat-
form.

Integration with privacy preserving scheme. EEFL will not
cause extra privacy leakage and is compatible with most privacy
preserving FL approaches, including PPFL [32]. For example, using
SGX to execute layer-by-layer training in PPFL may result in more
energy consumption, but the integration of PPFL will not affect the
effectiveness and trends of energy-efficient analysis in the EEFL
framework.
Integration with FL user selection/participation.Most existing
FL user selection schemes rely on either local update’s contributions
or delay. EEFL helps to add another dimension, energy efficiency,
to the selection criteria. Besides, based on energy consumption
estimation in EEFL, devices can choose to participate in this round
FL training or not.

8 RELATEDWORK
Communication efficient FL. Numerous techniques and algo-
rithms have been proposed to improve the communication effi-
ciency of FL. For example, Alistarh et al. in [2] exploited stochastic
quantization to reduce the size of local model updates for com-
munication efficiency. Stich et al in [47]) employed randomized
sparsification to achieve the same purpose. In particular, Haddad-
pour et al. in [17] and Jiang et al. in [22] suggested that the number
of global communication rounds can be reduced by gradually in-
creasing the number of local training iterations, referred as “AdaH”
policy in this paper, and AdaH policy help to improve model gener-
alization by capturing the inherent nature of the learning process
(e.g., the model variance among the devices [22]). Most prior works
only focused on reducing the communication costs while ignor-
ing the energy of local on-device computing and the advance of
wireless technologies.
DVFS for mobile devices. Most DVFS scheduling efforts for mo-
bile devices is to meet the delay requirements of some applications
(video streaming, online game, etc.) without violating thermal throt-
tling. For example, Choi et al. in [11] designed an overlaid DVFS
scheme by adjusting maximum CPU frequency and minimum GPU
frequency based on frame load prediction to improve graphics
pipeline in gaming applications. Kim et al. in [23] proposed a deep
reinforcement learning based DVFS to improve energy efficiency
and manage the temperature of mobile devices, considering the
application performances (i.e., frame per second in video applica-
tions). However, those DVFS designs are not learning task specific,
and cannot be hammered directly into processors’ management for
on-device training.
Energy efficient FL over mobile devices. To reduce FL’s en-
ergy consumption, research efforts have been made on network
optimization [51], device scheduling [37] and resource utilization
optimization [7, 28, 33, 43, 44, 52, 54]. For example, Mo et al. in [33]
designed the computing and communication resources allocation
to minimize the energy consumption but targeted CPU models
for mobile devices only. Zeng et al. [54] proposed to partition the
computing workload between CPU-GPU to improve the comput-
ing energy efficiency. Chen et al. [7] and Li et al. [28] considered
gradient compression and fixed local SGD policy to reduce the com-
munication energy and determine heterogeneity-aware gradient
compression strategies. Unfortunately, those designs depend on a
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Table 3: Comparison of latency speedup on FedAvg, LUPA and EEFL

CNN@MNIST ResNet@CIFAR10 VGG@CIFAR10 LSTM@Shakespeare LSTM@Reddit CNN@HAR

FedAvg 1x 1x 1x 1x 1x 1x
LUPA 0.35x 0.72x 1.21x 0.33x 0.21x 0.98x
EEFL 1.45x 2.49x 1.69x 1.33x 1.78x 1.43x

fixed number of local iterations and lack consideration of thermal
throttling.

9 CONCLUSION
In this paper, we developed an energy efficient FL (EEFL) design,
whose goal is to reduce FL’s total energy consumption (computing
+ communication) over mobile devices. We observed (i) the huge
amount of energy saved by high-speed wireless communications
during the FL training, (ii) the inefficiency of existing adaptive
local SGD policy, and (iii) the inefficiency of default DVFS. To
address those inefficiencies, EEFL presents a novel energy-aware
adaptive local SGD policy considering wireless transmission condi-
tions and the computing-communication energy trade-off. Given
the upgraded adaptive local SGD policy, EEFL further customizes
DVFS to learning tasks, keeps processors (GPU and CPU) working
at appropriate frequencies without triggering thermal throttling,
and schedules DVFS to minimize the on-device training’s energy
consumption. Extensive experimental results have demonstrated
the effectiveness of the proposed EEFL, and its energy efficiency
superiority over peer designs under various FL tasks, DNN models,
datasets and wireless transmission rates.
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A LATENCY COMPARISON BETWEEN ADAH
& FIX H POLICY

Here, we compare the latency of FedAvg, LUPA and EEFL on differ-
ent learning tasks. The results are shown in Table 3. Specifically,
for ResNet20@CIFAR10, the latency of FedAvg, LUPA and EEFL is
760,030 s, 844,377 s and 304,394 s, respectively, when the training
loss reaches 0.28. EEFL is 2.49 times faster than FedAvg and 2.77
times faster than LUPA. Similar trends can be observed in other
learning tasks.

Since EEFL considers the trade-off between computing and com-
munication energy consumption, it allows devices to “work” less
and “talk” more when the transmission rate is high. The similar
trade-off also exists in computing and communication latency. For

example, in ResNet20 @CIFAR10, the communication latency is
90ms under 100 Mbps (478 ms under 20 Mbps) and the computing
latency of one local iteration of Jetson Xavier is 86ms. Hence, EEFL
encourages devices to “talk” more under high-speed transmission,
outperforming FedAvg and LUPA in terms of latency efficiency.

B IMPACTS OF DIFFERENT 𝛼 FUNCTIONS
We also evaluate EEFL using other decreasing functions in addi-
tion to the linear decreasing function, including an exponentially
decreasing function and a rational function. As shown in Table 4,
we can see that EEFL integrated with other decreasing functions
shows general effectiveness. Different types of 𝛼 functions can be
utilized adaptively for various learning tasks to achieve the desired
performance. They can be selected based on a small dataset training
before the large-scale training. We leave how to determine a global
optimal linear function for a given model and task for future work.

Table 4: Testing accuracy vs type of 𝛼 function

VGG@CIFAR10 LSTM@Shakespeare CNN@MNIST

Linear 83.8 47.3 98.4
Exponential 83.1 47.2 98.1
Rational 83.5 47.3 98.2
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