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Abstract

Instead of learning with pointwise loss functions,
learning with pairwise loss functions (pairwise learn-
ing) has received much attention recently as it is
more capable of modeling the relative relationship
between pairs of samples. However, most of the
existing algorithms for pairwise learning fail to take
into consideration the privacy issue in their design.
To address this issue, previous work studied pair-
wise learning in the Differential Privacy (DP) model.
However, their utilities (population errors) are far
from optimal. To address the sub-optimal utility
issue, in this paper, we proposed new (e, d) or e-
DP algorithms for pairwise learning. Specifically,
when the loss functions are Lipschitz, smooth and
strongly convex, we show that the output of our al-
gorithm achieves an expected population error of

1, dlog; 1, d
O(;, + —==) and O(;; + ;5= ) for (¢, 6)-DP and
e-DP, respectively, where n is the sample size and
d is the dimension of the underlying space. More-
over, for general convex case, the output of our

algorithm achieves an expected population error of

O(% + @) and O(= + L) for (¢,6)-DP

and e-DP, respectively. It is also notable that these
upper bounds are optimal (i.e., match the lower
bounds).

1 Introduction

As an important family of learning problems, pairwise learn-
ing has drawn much attention recently. Since pairwise
learning involves loss functions depending on pairs of sam-
ples, it shows great advantage in modeling the relative re-
lationship between pairs of samples over traditional point-
wise learning (e.g., classification), in which the loss func-
tions only take individual samples as the input. In practice,
many learning tasks can be categorized as pairwise learning
problems. For instance, metric learning [Huai et al., 2019;
Suo et al., 2018] aims to learn a distance metric from a given
collection of pair of similar/dissimilar samples that preserves

*The first two authors contributed equally to this paper.

the distance relation among the data, which can be formulated
as a pairwise learning problem.

Although the importance of pairwise learning has been rec-
ognized in many real-world applications, there is still a privacy
issue among the current learning algorithms. Among exist-
ing privacy-preserving strategies, differential privacy (DP)
[Dwork et al., 20061, as a rigorous notion for data privacy,
can provide very rigid privacy and utility guarantee. While
DP pointwise learning has been extensively studied in the
last decade, starting from [Chaudhuri and Monteleoni, 2009;
Wang and Xu, 2019a; Wang et al., 2017; Wang et al., 2019;
Wang et al., 2020; Wang and Xu, 2019b; Wang et al., ;
Bassily et al., 2014; Bassily et al., 2019; Bassily et al., 2019;
Feldman er al., 2020]. DP pairwise learning is still not well un-
derstood. [Shang er al., 2014; Hay et al., 2017] considered the
DP for rank aggregation which combines multiple ranked lists
into a single rank, their problem cannot be generalized to all
pairwise loss functions. [Li et al., 2020] proposed differential
pairwise privacy for secure metric learning but utility (gener-
alization) analysis is not given. Recently, [Huai et al., 2020]
first studied the problem under both of the online and offline
settings, and provided some preliminary theoretical results,
which is extended by [Yang et al., 2021] to the non-smooth
case. However, the problem has not been completely under-
stood, yet. As we can see from Table 1, there is still a huge gap
between their upper bounds of the population error and their
corresponding lower bounds in both of the strongly convex
and general convex cases, which means that their utilities are
far from optimal. Motivated by this, our question is,

For the problem of differentially private pairwise learning,
can we find private estimators whose population errors match
their corresponding lower bounds, for strongly convex and
general convex loss cases, in (€, 6)/e-DP model?

Here we provide the affirmative answer of the previous
question, and we summarize our theoretical results in Table 1.
In details, the contributions of this paper can be summarized
as follows:

* Firstly, we consider the pairwise learning problem with
Lipschitz, smooth and strongly convex loss functions.
We propose an algorithm, which is based on the stability
of the Projected Gradient Descent method, and show that
its output could achieve an expected population error
of O(L + dlog%) and O(% + ¢

n2e? n2e?

) (if we omit other



Method (e,0)-D e-DP
Upper Bound | Lower Bound | Upper Bound | Lower Bound
Strongly | [Huai et al., 2020] O( ﬂ QL4 ) | QL + )
Convex  Mrpig Paper O( ) noome O(% + nc21;> noone
Convex [Huai et al., 2020; Yang et al., 2021] O( Q(ﬁ n %) - Q(ﬁ + %)
This Paper O(ﬁ + ne) 0(7 + ne)

Table 1: A summary of previous results and contributions of this paper, here we assume the loss functions are Lipschitz and Lipschitz smooth.
All the bounds are for population error and all omit and other factors (such as the diameter of the constraint set). The low bounds in [Bassily er
al., 2019] are for pointwise loss functions, since pointwise loss is a special case of pairwise loss, thus these lower bounds still hold for pairwise

loss case.

terms) for (e, §)-DP and e-DP, respectively, where n is the
sample size and d is the dimensionality of the underlying
space. As we can see from Table 1, these bounds match
their corresponding lower bounds, which means they are
optimal.

* Then we study the problem with general Lipschitz and
smooth convex loss functions. Unlike the strongly convex
case, direct using our previous idea of proof to general
convex case can only achieve a sub-optimal population
error. To overcome the challenge, motivated by [Feld-
man et al., 2020] and our previous idea, we propose an
algorithm whose output could achieve an expected pop-

ulation error of O(f + Y dlog’ 2) and O(f + ne) for

(¢,0)-DP and e-DP, respectlvely And these upper bounds
are optimal.

2 Preliminaries

We say that two datasets D, D’ are neighbors if they differ by
only one entry, which is denoted as D ~ D’.

Definition 1 (Differential Privacy [Dwork et al., 2006]). A
randomized algorithm A is (e, d)-differentially private (DP) if
for all neighboring datasets D, D’ and for all events .S in the
output space of A, we have Pr(A(D) € S) < e“Pr(A(D’) €
S) + 0. When § = 0, A is e-differentially private.

Different from the pointwise loss function £ : C X D +— R,
a pairwise loss function is a function on pairs of data records,
ie, ! :C x D xDw— R, where D is the data universe. Given
a dataset D = {z1,22, -+ ,2,} C D" and a loss function
£(+;-, ), its empirical risk can be defined as:

n—l ZZ@U)Z“Z] (1

i=1 j#i

L(w; D)

When the data samples are drawn i.i.d from an unknown un-
derlying distribution PP on D, we also have the population risk,
which is

Lp(w) =K, o;ip 222, (w5 24, 25)]. )
Similar to the definition of DP pointwise learning [Bassily et
al., 2014], we can define DP pairwise learning as follows.

Definition 2. Let C C R? be a convex, closed and bounded
constraint set, D be a data universe, and £ : C x D x D — R be

a pairwise loss function. Also, let D = {z1 = (x1,y1),22 =
(Z2,92), s 2n = (Tn,yn)} € D™ be a dataset with data
records {xl}l . C R? and labels (responses) {y;}", C
[—1, 1]™. Differentially private (DP) pairwise learning is to
ﬁnd a private estimator Wyhy € R¢ so that the algorithm is
(¢, 0) or e differential privacy and the error is minimized, where
the error for an estimator w can be measured by either the op-
timality gap Errp (w) = L(w; D) — min,,ec L(w; D) or the
population error Errp(w) = Lp(w) — min,ee Lp(w).

In the experiments section we will conduct experiments

on metric learning and AUC maximization, with or without
{5-norm regularization, for strongly convex or general convex
case. Next, we will give a brief review on these two problems.
Example 1: Metric Learning [Cao et al., 2016] The goal
here is to learn a Mahalanobios metric M3, (z,2') = (z —
2 )TW (z — 2') using loss function £(W; z, 2’) = ¢(yy' (1 —
M, (z, x’)) where y,y" € {—1,+1} and ¢(x) is the logistic
function i.e., ¢(x) = log(1l 4 e~"). The constraint set C is
C={W:W eS|W|r <1}, where S¢ is the set of d x d
positive symmetric matrices.
Example 2: AUC Maximization [Zhao et al., 2011] The
goal here is to maximize the area under the ROC curve for a
linear classification problem with the constraint of ||w||2 < 1.
Here {(w; z,2") = ¢((y — v )h(w; x,2")) and h(w; z, a’) =
wT(x — 2'), where y, 3/ € {—1,+1}.

3 Strongly Convex Case

Assumption 1: We assume the loss function £(+; z, 2) is
G-Lipschitz, L-smooth and a-strongly convex.

The idea of our algorithm is motivated by the ¢5-norm
sensitivity of the Projected Gradient Descent (PGD) method
for the empirical risk function. For PGD method, its ¢>-norm
sensitivity corresponds to its stability, which has been studied
in [Hardt er al., 2016] for pointwise loss functions. Motivated
by this, we generalize to pairwise loss functions. Based on its
sensitivity and the Gaussian mechanism, we have Algorithm 1.
The guarantee of DP is mainly based on the following lemma:

Lemma 1. Forany D ~ D', if we denote w;,t € [T as the
parameters which correspond to wy in Algorlthm 1 performed
on D', then under Assumption 1, with n < we have for

allt € [T),

i
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Algorithm 1 DP Gradient Descent-SC (DPGDSC)

Input: D = {z}", C R9 privacy parameters ¢, 0,
empirical risk L(w; D), initial parameter wy, step size
n < and number of iterations 7T (will be specified
later).

1. fort=1,2,--- ,T do

2:  Letw; = I¢(wi—1 — nVL(w; D)), where Tl¢ is the

projection onto the set C.

3: end for

4: When 6 > 0, return 1wt = wr+¢, where { ~ N(0,021,)
84/2In(1.25/5)G

2
L+ao

and o = e
5: When § = 0, return wr = wr + (, where ¢ =
(1, -+, Cq) with ¢; ~ Lap(\) and A = 8G\/E'

ane

Theorem 1. Under Assumption 1, when the step size n <

72, Algorithm 1 is (¢, 6)-DP when 6 > 0 and -DP other-

wise. Moreover, if we let T = O(% logn), then when 6 > 0,
we have

lcl3Lcediog /s | G?

EapErp(ir) < Of a?n2e? an

).

When § = 0, we have

clizeie | ¢?
o?n2e? an

).

Where ||C||2 is the diameter of the set C and O omits other log-
arithmic factors, [E 4 p means that the expectation takes over
the randomness of the algorithm A and the data distribution
D ~ P,

Remark 1. For pointwise loss functions, [Zhang et al., 2017]
provided an output perturbation method based on the ¢5-norm
sensitivity of the PGD method. Although the ideas of these
two algorithms are similar, there are still several differences on
the utility guarantees. Firstly, [Zhang et al., 2017] only showed
that its output could achieve the optimal rate for optimality gap
in the strongly convex case. However, as [Bassily et al., 2019]
said, optimal optimality gap of an estimator cannot guarantee
its population error is also optimal. In this paper, we propose a
new approach to show that our output achieves the optimal rate
for the population error, which has not been studied previously.
And this approach could might be used to other problems.
Second, in the general convex case, as [Zhang et al., 2017]
said, their algorithm could only achieve a sub-optimal rate,
even for the optimality gap. While in the later section we will
use the idea of our approach to design an algorithm whose
output could achieve the optimal rate for population error (see
Section 4 for details).

IEA,DErrp(U?T) < O(

For poinwise loss case, there are mainly three approaches
on showing the population errors for a given estimator wpyy .
The first approach is to directly transfer the optimality gap to
population error via some existing lemmas, such as [Bassily
et al., 2014; Chan et al., 2011]. However, as [Bassily et al.,
2014] mentioned, this approach could only achieve a sub-
optimal rate, see Section F of Appendix in [Bassily e al.,
2014] for details. The second approach is based on the online-
to-batch method, which has been used in [Huai et al., 2020] for

pairwise loss. However, as we said previously, this approach
could also only achieve a sub-optimal rate of population error.
The third type of approaches is proposed by [Bassily et al.,
2019] recently, which is based on the uniform stability of the
Differentially Private Batch SGD method. However, [Bassily
et al., 2019] only studied the case where the loss function is
pointwise and general convex, it is unknown whether their
algorithm can be extended to the pairwise loss functions or
strongly convex loss functions. Our new method could be seen
as an extension of the above third method. Specifically, for the
output, its population error can be decomposed into the sum
of its generalization error and its optimality gap [Shen er al.,
2020; Yang et al., 2021]. Motivated by this, we bound the the
optimality gap of the output via the stability of the algorithm,
i.e., the the £o-norm sensitivity of the PGD method.

4 General Convex Case

Motivated by the idea in the previous section, one question is
whether we can generalize it to the general convex case.
Assumption 2: For any pair z, 2’ € D, we assume the loss
function £(+; z, z’) is convex, G-Lipschitz, and L-smooth.

The most direct problem is that whether we can use the same
idea of Algorithm 1, i.e., perturbing the output of PGD method.
We show that it is possible. However, the population error
of our output is only sub-optimal in the general convex case,
which is quite different compared with the strongly convex
case.

In the next, we propose a simple method and show that for
(¢, 0)-DP, instead of perturbing the output of the PGD method,
perturbing the gradient by Gaussian noise in each iteration
of PGD method could directly achieve the optimal rate of
population error. It is notable that although many previous
paper also studied Algorithm 2 [Bassily et al., 2014], most
of them only considered the optimality gap. However, in this
paper we focus on the optimality of population error.

Algorithm 2 DP Gradient Descent (DPGDC2)
Input: D = {2}, C RY, privacy parameters ¢, § > 0; em-
pirical risk L(w; D), initial parameter wo, step size n < 2 and
number of iterations 7.

1. fort=1,2,--- ,T do

20 Letw; = Tle(wi—1 —n(VL(w; D) +(;)), where ¢; ~

A0 azld) with o — 4G+/1.25T log 1/6
3: end for "

_ T
4: Return wp = Zi:o 7’“01}:1‘“@

Theorem 2. Under Assumption 2, Algorithm 2 is
(e,0)-DP. Moreover, we have the following by setting

. 2¢2 _ G :
T = mln{n,m} and n = W if L S

lcllz s  ne
5er min{n, m}

1 dlog1/é

E 4, pErrp (w7) < O(G||C||2(% + s

))-



While Algorithm 2 is succinct, there are still many issues.
Firstly, Theorem 2 only holds for (¢, §)-DP model, it is un-
known whether we can extend to e-DP model. Secondly, we
can see that in Algorithm 2 the privacy budget is evenly split
across iterations. However, as we know when the iteration
number increases, our estimator will be closed to the optimal
one and the gradients start to decrease and need to be mea-
sured more accurately in order for the optimization to continue
making progress. This means that an adaptive privacy budget
allocation may has preferable practical performance to a fixed
allocation, as long as the total privacy cost is the same.

To address the above two issues, we propose a new method
which is based on [Feldman et al., 2020]. The idea is that,
for poinwise loss functions in the non-private case, compared
with the PGD method, recently some work such as [Hazan
and Kale, 2014; Feldman et al., 2020] showed that a variant of
PGD, which is called the Epoch PGD method, could achieve
an improved bound of generalization error. The basic idea of
Epoch PGD is that, we first divide the whole dataset into sev-
eral disjoint subsets; in each epoch, we run the PGD method
for several iterations on one of these subsets; then we take the
current parameter as the initial parameter of the next epoch.
Motivated by this, we propose a DP version of the Epoch
PGD method (for convenience here we assume n = 2% for
some positive integer k). We have the following theoretical
guarantees.

Theorem 3. Under Assumption 2, when the step size n < %,
Algorithm 3 is (¢,6)-DP when 6 > 0 and e-DP otherwise.
Moreover, when § > 0, we have the following result by setting

_ lellz 5004 €
=7 mln{ﬁam}

1 dlog1/é

Ea,pErrp (ir) < O(GHCHZ(% + T))
When 6 = 0, setting n = 132 min{%, <} we have
- 1 d
E4,pErrp (i) < O(GHCHQ(% + E))

Remark 2. Compared with Algorithm 2, Algorithm 3 could
achieve the optimal rate for both (€, §)-DP and e-DP models.
Moreover, since the stepsize in each epoch is varied and the
magnitude of the noise depends on the stepsize, the noise we
added in each epoch is different and adaptive. More specifi-
cally, as we can see from Theorem 3, when the sample size is
large enough, the stepsize n; will be very small and it will be
decayed to 41 in the i-th epoch, this means that it will be
closed to 0, and thus the noise we add will be closed to O when
the iteration number increases. This means that the practical
performance of Algorithm 3 will be better than Algorithm 2,
we will verify this conclusion in the experimental part.

S Experiments

Datasets

We use two real-world datasets that are widely adopted in
pairwise learning tasks. These datasets are the Diabetes dataset
and the Diabetic Retinopathy dataset, which have also been
used in [Huai et al., 2020].

Algorithm 3 DP Epoch Gradient Descent (DPEGD)

Input: D = {#}", C R% privacy parameters ¢, §, em-
pirical risk L(w; D), initial parameter wy, step size n <
2

7.
1: Let k = logy n, we divide the dataset D into k disjoint
subsets {Dy,- -, Dy}, where each D; has n, = 27'n
samples for i < k, and Dy, contains all the left data sam-

ples.
2: fori=1,2,--- kdo
3:  Letn; =4""'n.

4:  Run the PGD method (Step 1-3 in Algorithm 4) for
L(+; D;) on the constraint set C and we take w;_1 as
the initial parameter. Specifically, we set the fixed
stepsize as 7); and the iteration number as n;. Let w; be
the average parameter after n; iterations.

5: When § > 0, let w; = w; + (;, where (; ~ N(O, O'QId)
and o — 4\/2111(1.625/6)6‘1771

6:  Whend =0, letw; = @; +(;, where §; = (¢, -, Ca)

with each (; ~ Lap(\) and A = %;‘/E
7: end for
8: Return wy,

Performance measures
To evaluate the performance of the proposed algorithms, we
use the following measures:

* Classification Accuracy: For metric learning task, we
calculate the classification accuracy that is defined as the
percentage of the correctly classified samples in the test
set. The less the classification accuracy, the worse the
performance of the proposed algorithm. In this paper,
the KNN classifier is adopted to assign labels to the test
samples. For the KNN classifier, we set K to be 3.

e AUC Score: For AUC maximization task, we report the
AUC score [Zhao et al., 2011] for each of the proposed
algorithms over every adopted dataset. A larger AUC
value means that the corresponding AUC maximization
algorithm can generate more accurate results.

Baseline methods

As we mentioned before, [Huai et al., 2020] is the only work
on DP pairwise learning, thus we use OffPairStrC and Off-
PairC proposed in [Huai er al., 2020] for strongly convex and
convex case as our baselines for private algorithms, respec-
tively. We will also follow [Huai er al., 2020] and use variants
of OffPairStrC and OffPairC, which do not add any noise,
as non-private baseline methods. In these experiments, we
will clhoose different e. And for (¢, §)-DP model, we will set
§=1

n-’

Experimental settings

In this paper we studied both of the strongly convex and gen-
eral convex cases. To conduct experiments for strongly convex
case, we add an additional Frobenius norm or ¢s-norm regular-
ization term with some A > 0 to the original problem of metric
learning and AUC maximization respectively to make the loss
be strongly convex. We set A = 103 for AUC maximization
and A = 10~2 for metric learning.
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Figure 1: AUC maximization: Results for different training size in
strongly convex case on Diabetes dataset, where ¢ = 0.8.

Metric Learning
In Table 2 we perform the results for different training sample
size, with fixed privacy budget ¢ = 1. And in Table 3 we show
the results for different privacy budget, with fixed training
sample size n = 512. Compared with previous methods, our
algorithms show better performance under all the four different
settings:
¢ In the strongly convex case and § > 0, DPGDSC (Algo-
rithm 1) performs better than OffPairStrC and the differ-
ence of accuracy between them increases as the training
size increases, and it will be closed to the non-private
case. Furthermore, if we fix the training size and change
the parameter €, we can see from Table 3 that DPGDSC
maintains its advantage over OffPairStrC.

¢ When the loss function is convex and 6 > 0, DPGDC2
(Algorithm 2) shows an improvement in comparison with
OffPairC. Especially, it has significant improvement on
the Diabetes dataset. In addition, DPEGD (Algorithm 3)
has better performance than OffPairC and DPGDC?2 on
both datasets. Moreover, from Table 3 we can see under
different ¢, DPEGD outperforms other methods.

In the strongly convex case in the e-DP model, although
the improvement is limited, we can still see that our new
algorithm is slightly better than the best known method.
Moreover, as shown in Table 3, except for some cases,
most of the results show that DPGDSC has a better per-
formance than OffPairStrC.

* Finally, we can see that, when the loss function is convex
and in the e-DP model, DPEGD outperforms OffPairC
under different e or different training sample size.

AUC Maximization

For AUC maximization, Table 4 shows the results on Diabetes
and Diabetic Retinopathy datasets for different € with fixed
n = 256. Figure 1, 2, 3 and 4 shows the results for different
sample size in strongly convex or general convex case, under
(e,0) or e-DP model respectively, with fixed ¢ = 0.8. From
these results, we can get almost the same conclusions as in the
metric learning case. Moreover, from Figure 1(b) and 3(b), we
can see when the loss function is strongly convex and in the
e-DP model, the performance of DPGDSC is much better than
OffPairStrC, while the difference of accuracy between these
two methods is quite small in the metric learning task.
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Figure 2: AUC maximization: Results for different training size in
general convex case on Diabetes dataset, where e = 0.8.
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Figure 3: AUC maximization: Results for different training size in
strongly convex case on Diabetic Retinopathy dataset, where e = 0.8.
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Figure 4: AUC maximization: Results for different training size in
general convex case on Diabetic Retinopathy dataset, where e = 0.8.



Loss function | Algorithm Training size

Diabetes Diabetic Retinopathy
128 256 512 128 256 512
Strongly Non-private | 71.40% | 72.39% | 72.88% | 62.82% | 63.84% | 65.01%
convex OffPairStrC | 63.69% | 64.55% | 64.63% | 60.72% | 62.14% | 63.59%

0 #0 DPGDSC | 64.03% | 64.68% | 65.85% | 59.72% | 62.82% | 65.13%
General Non-pri.vate 71.73% | 72.52% | 72.97% | 61.57% | 63.86% | 65.03%
convex OffPairC 64.20% | 64.64% | 65.87% | 60.94% | 62.85% | 63.29%

5 0 DPGDC2 | 71.30% | 71.91% | 72.46% | 62.32% | 63.09% | 64.35%

DPEGD 71.29% | 72.21% | 72.84% | 62.95% | 65.21% | 66.36%

Strongly Non-private | 71.71% | 71.99% | 72.56% | 62.39% | 63.13% | 65.49%
convex OffPairStrC | 64.37% | 65.64% | 66.77% | 59.32% | 61.00% | 61.78%

0=0 DPGDSC | 64.51% | 65.28% | 67.16% | 59.48% | 61.07% | 62.01%
General Non-private | 71.80% | 72.47% | 72.80% | 61.84% | 63.42% | 65.31%
convex OffPairC 64.97% | 65.58% | 67.28% | 59.55% | 60.70% | 61.77%

0=0 DPEGD 70.37% | 71.16% | 71.24% | 63.41% | 64.51% | 66.54%

Table 2: Metric learning: Experimental results on Diabetes and Diabetic Retinopathy dataset for different training sizes with fixed e = 1.

Loss function Dataset Algorithm € €
0.2 0.5 0.8 1.0 1.5 2.0
Strongly Diabetes OffPairStrC | 63.49% | 63.50% | 63.93% | 63.44% | 63.53% | 64.26%
conves - DPGDSC 64.18% | 64.92% | 65.72% | 63.91% | 64.01% | 64.29%
5 0 D_1abet1c OffPairStrC | 60.30% | 60.40% | 60.47% | 63.44% | 63.53% | 64.26%
Retinopathy | DPGDSC | 60.63% | 61.81% | 62.57% | 63.91% | 64.01% | 64.29%

OffPairC 63.59% | 63.63% | 63.97% | 63.71% | 63.96% | 65.07%
Diabetes DPGDC2 | 71.72% | 70.61% | 72.11% | 71.05% | 70.83% | 71.36%

fggjzil DPEGD | 71.46% | 71.49% | 71.66% | 71.32% | 71.50% | T1.45%
s Dabene |_OfPairC | 6021% | 6029% | 60.71% | 63.71% | 63.96% | 65.07%
DPGDCZ | 61.27% | 61.79% | 60.87% | 7T1.05% | 70.83% | 71.36%

Retinopathy —hbreh 1 62.58% | 62.84% | 62.89% | 71.32% | 71.50% | T1.45%
Stronly Disbewes | OMPairSuC | 64.28% | 64.49% | 64.53% | 64.38% | 64.40% | 64.84%
urongl DPGDSC | 64.45% | 64.84% | 64.84% | 64.63% | 64.79% | 64.81%

Diabetic | OFfPairStC | 59.54% | 59.57% | 59.60% | 64.38% | 64.40% | 64.84%

0=0 Retinopathy | DPGDSC | 59.60% | 59.70% | 59.50% | 64.63% | 64.79% | 64.81%
General Diabetes OffPairC 64.34% | 64.38% | 64.49% | 64.09% | 64.29% | 64.30%
convex - DPEGD 70.28% | 70.49% | 70.51% | 70.48% | 70.59% | 70.82%
5=0 Diabetic OffPairC 59.54% | 59.59% | 59.80% | 64.09% | 64.29% | 64.30%

Retinopathy DPEGD 62.87% | 62.84% | 62.87% | 70.48% | 70.59% | 70.82%

Table 3: Metric learning: Experimental results on Diabetes and Diabetic Retinopathy dataset for different e with fixed n = 128.

Loss function Dataset Algorithm € €
0.5 0.8 1.0 2.0
Diabetes OffPairStrC | 53.71% | 56.05% | 59.52% | 64.93%
Strongly convex DPGDSC | 63.26% | 63.92% | 64.46% | 65.51%
d#0 Diabetic OftPairStrC | 56.33% | 59.27% | 62.92% | 67.01%

Retinopathy | DPGDSC | 65.65% | 66.30% | 67.23% | 67.04%
OffPairC 52.01% | 52.62% | 54.51% | 57.44%
Diabetes DPGDC2 | 52.94% | 53.09% | 54.61% | 59.96%
General convex DPEGD 64.52% | 64.47% | 64.41% | 64.37%
§#0 Diabetic OffPairC 50.08% | 5290% | 54.27% | 62.92%
Retinopathy DPGDC2 | 54.37% | 58.06% | 60.03% | 60.44%
DPEGD 66.19% | 66.21% | 66.29% | 66.09%

Diabetes OffPairStrC | 50.65% | 56.45% | 59.94% | 64.13%
Strongly convex ‘ DPGDSC | 59.16% | 62.98% | 62.67% | 64.63%
6=0 Diabetic OffPairStrC | 52.24% | 54.774% | 57.54% | 66.25%
Retinopathy | DPGDSC | 62.75% | 64.56% | 65.47% | 66.94%
Diabetes OffPairC 50.25% | 50.90% | 52.57% | 60.13%
General convex DPEGD 59.16% | 64.35% | 64.50% | 64.47%
=0 Diabetic OffPairC 52.26% | 50.13% | 51.43% | 58.06%
Retinopathy DPEGD 66.34% | 66.50% | 66.04% | 66.38%

Table 4: AUC maximization: Experimental results on Diabetes and Diabetic Retinopathy dataset for different €, where n = 256
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A More Definitions

Definition 3 (Gaussian Mechanism). Given any function ¢ : X" — R?, the Gaussian mechanism is defined as M (D, ¢, €) =

q(D)+Y, where Y is drawn from Gaussian Distribution A"(0, 0% 1,) with o > —W. Here Az(q) is the £5-sensitivity
of the function g, i.e., A2(q) = supp.p ||¢(D) — g(D’)||2. Gaussian mechanism preserves (¢, §)-differential privacy.

Definition 4 (Laplacian Mechanism). Given any function ¢ : X™ — R, the Laplacian mechanism is defined as M (D, ¢, €) =

q(D) + (Y1,Ya, -+ ,Yy), where each Y; is i.i.d. drawn from a Laplacian Distribution Lap(A%(q)), where Aq(q) is the £;-
sensitivity of the function g, i.e., A1(q) = supp..p ||¢(D) — q(D’)||1. For a parameter A, the Laplacian distribution has the
density function: Lap(z|\) = 55 exp(—%). Laplacian Mechanism preserves e-differentially private.

Definition 5. A loss function ¢ : R? x D x D + R is G-Lipschitz over w, if for any z, 2 € D and w,w’ € R, we have
[(w; 2,2") — L(w'; 2,2")| < Glw —w'||2.

Definition 6. A loss function ¢ : R? x D x D — R is L-(Lipschitz) smooth over w if for any z, 2’ € D and w, w’ € R?, we
have ||Vl(w; z,2") — Ve (w'; 2, 2")||2 < L|jw — w'|2.

Definition 7. A loss function £ : R? x D x D ~ R is a-strongly convex over w, if for any z, 2’ € D and w, w’ € R?, we have
[|Vl(w; z,2") — Ve(w'; z,2")||2 > al|lw — w'||2.

B Related Work

Since pairwise learning could be seen as a generalization of pointwise learning, we first briefly review some previous work on
Differentially Private pointwise learning (which is also called DP Empirical Risk Minimization). DP pointwise learning has been
extensively studied in the last decade, starting from [Chaudhuri and Monteleoni, 2009]. A number of approaches exist for this
problem, which can be roughly classified into three categories. The first type of approaches is to perturb the output of a non-DP
algorithm. [Chaudhuri and Monteleoni, 2009] first proposed output perturbation approach which is extended by [Zhang er al.,
2017]. However, as [Chaudhuri and Monteleoni, 2009] mentioned, output perturbation approach can only achieve sub-optimal
bound of the optimality gap and it is unknown whether we can extend to the pairwise loss case. The second type of approaches is
to perturb the objective function [Chaudhuri and Monteleoni, 2009], we referred to it as objective perturbation approach. However,
this approach needs to exactly solve the problem which is inefficient, and it is still unknown whether we can extend to the pairwise
loss case. The third type of approaches is to perturb gradients in first order optimization algorithms, such as [Wang and Xu, 2019a;
Wang et al., 2017; Wang et al., 2019; Wang et al., 2020; Wang and Xu, 2019b; Wang et al., ]. However, as [Bassily et al., 2014;
Bassily et al., 2019] mentioned, while this approach could achieve the optimal rate of the optimality gap, its population error is
only sub-optimal. [Bassily et al., 2019; Feldman et al., 2020] studied the optimal rate of the population error of DP pointwise
learning. However, it is unknown whether we can extend to the pairwise loss case, and there is no experimental study on their
algorithms.

For DP pairwise learning, as we mentioned previously, it is still not well understood. [Shang et al., 2014; Hay et al., 2017]
considered the DP for rank aggregation which combines multiple ranked lists into a single rank, their problem is incomparable
with ours. [Li er al., 2020] proposed differential pairwise privacy for secure metric learning but utility (generalization) analysis is
not given. [Huai er al., 2020] first studied the theoretical behaviors of DP pairwise learning, however, as we mentioned in Table
1, their results are sub-optimal.

C Onmitted Proofs
C.1 Proof of Lemma 1

For convenience, we denote that D and D’ differ in the k-th sample, that is D = {z1, - ,2k, - ,2,) and D =
{#1,-++ ,2}, -, zn). To proof the lemma, we first proof the following lemma.

Lemma 2. Denote G(w) = w — nV L(w; D), then under Assumption 1, for any w, w’ we have

Lan

G(w) = G < (1 - 15

Mw —w'|l2.

Proof of Lemma 2. Since the function L(wj; D) is L-smooth and « strongly convex, we have that the function ¢(w) = L(w; D) —
2ljwl|3 is L — o smooth. Thus it is 72— co-coercive [Nesterov, 2013]. Thus we have for any w’

L 1
“lw — w'||} + —— ||V L(w; D) — VL(w'; D)||3.

L(w; D) — VL(w'; D),w — w') >




Thus we have

|G(w) — G(w)|3
= ||lw —w'||3 + n*[VL(w; D) = VL(w'; D)||3 — 2n(VL(w; D) — VL(w'; D), w — w’)

2nLa 2n
(= Py ! (2 )|V (s D) ~ V(s D)}
nLa
< (1= )R - |,
where the last inequality is due to that 5 < L%_a and /1 —2 <1— ¢ whenz € [0,1]. O

Next, let’s back to our proof. We denote G’ (w) = w — nV L(w; D) where D’ ~ D. Since we have w; = II¢G(w;—1) and
=G’ (w;_,), thus,

lwe = will2 < [G(wi-1) = G (wi )]l
< G(wi-1) = Glwiy)ll2 + [G(w;—y) = G (wi_y)]2.
The first inequality is due the following lemma:

Lemma 3. For any w,w’ € R4 and a closed convex set C € R%, we have
M (w) = He(w')]l2 < [lw — w2
Proof. Denote b = Il¢(w) and b = II¢(w’). Since b and b’ are in C, so the segment bb’ is contained in C, thus we have for all
te€[0,1], [[(1 —t)b+tb —w|2 > ||b — wl||2. Thus
d
0< %th + (1 =) — wl|3|=0 = 2(t' — b, b — w)

Similarly, we have (b—b', b’ —w’) > 0. Now consider the function D(t) = ||(1—#)b+tw—(1—)b' —tw'||3 = ||b— b’+t(w—w’+
b’ —b)||3, which is a quadratic function in ¢. And by the previous two inequalities we have D’ (0) = 2(b—b', w—w'+b —b) > 0.
Thus D(+) is a increasing function on [0, 00), thus D(1) > D(0) which means ||w — w'||2 > [|b — b'||2. O

For the second term, by definition and G-Lipschitz property we have

G wi1) = Gl < gy SVl 2026) = 3 Vw322, 20) e

itk i#k
Ui
+ Hm Z(Vé(wg—ﬁ 2k, 2i) — Z Vel (wi_y; 21, 7)) |2
i#k itk
< g,
n
Thus, combining with Lemma 2 we have
Lan 4Gn
lwe —willz < (1= == lwemy = wpqllz + = )
Also we know wg = wy), thus we have
4Gn = Lom 8G
/
_ e 22
e = will2 < g <=
where the last inequality is due to 1 — LL% <l1-%andp< 2 <1

C.2 Proof of Theorem 1

First we will show the optimality gaps of the output in Theorem 1, which are just followed by the converge rate of the PGD
method and the noise we added.

By Lemma 1, Gaussian mechanism and Laplacian mechanism, it is obvious to see that Algorithm 1 is (¢, §) or e-DP, we will
omit details.

Denote w* = arg min,ec L(w; D). The proof of the optimality gap is quite simple. We first focus on it. By the converge rate
of the Projected Gradient Descent for strongly convex function (such as [Nesterov, 2013]) we have when 1 < Tra

£ 2naGT
2 L+«

L(wr; D) = L(w*; D) < 2 exp(— Mwo — w*||2.



Since L(wj; D) is L-smooth we have
_ L L
EL(ir; D) = L(wr; D) < E(C, VL(wr; D)) + SEIIC[I3 = SEIC3

where the last inequality is due to the mean of ( is zero. And by the expectation of the Guassian and Laplacian distribution, we
have our optimlaity gapd by taking 7" = ON(g logn).

Next we focus on the proof of the population errors. Before that we give some definitions related to the stability of an algorithm
A for pairwise learning, which was studied in [Elisseeff et al., 2005] for pointwise loss functions, here we generalize to pairwise
loss case.

Definition 8. For a randomized algorithm A (we denote its output as .A(D) if its input dataset is D), we call it is uniformly
stable with 8 > 0 if for all neighboring datasets D ~ D’, we have

sup  E[l(A(D);z,2") — U(A(D"); z,2")] < B.

(2,2/)€EDXD
Here the expectation is taken over the randomness of Algorithm 4.
Thus, by Lemma 1 and the Lipschitz property we can easily get the following lemma.
Lemma 4. Under Assumption 1, the PGD method is uniformly stable with %.
Next, we will show that if an algorithm .4 is uniform stable, then it also has bounded generalization error.
Lemma 5. For a randomized algorithm A, if it is uniformly stable with 3 > 0, then we have the following generalization error:

[L(A(D); D) — Lp(A(D))]| < 28. Q)
Proof of Lemma 5. Let D = (21, ,z,) and D = (%1, , %) be two datasets where each sample is i.i.d. sampled from P.
We also denote D(i) = (21, ,2i—1, Zi, Zi+1, " * » 2n) and D(i J)= (21, %5, - ,Zi—1, %, Zig1, -+, Zn). Thus we have

EpEAL(A(D); D) = EpEAl———~ Ze D); z;, 2;)]
1#]
=Ep EDEA Zﬁ ) Zi, )]
#J
=EpEpEal——x Zﬁ D)%, )|+ A

= EDEA[LP(A( D]+ A,
where A satisfies
1

A= m ZE EpEA(A(D(i, )); %, 2;) — L(A(D); zi, Z5)]
i#£]
= m ;E HEDEA[L(A(D(, 7)); Zi, Z) — L(A(D(4)); Zi, Z5)
+UA(D)); 2, 25) = L(A(D); %, )]
<28,
where the last inequality is due to the definition of uniformly stability. O

The next lemma shows that for any estimator w, we can decompose its population error into the sum of generalization error
and optimality gap.
Lemma 6. For a randomized algorithm A, and any fixed w € C we have the following inequality,

EapLp(A(D)) = Lp(w) < Ea p[LIA(D); D) — L(w; D)} + [Ep A[L(A(D); D) — Lp(A(D))]|
Specifically, when w = arg min,,cc Lp(w) we have
E pErrp(A(D)) < EapErrp(A(D)) + [Ep a[L(A(D); D) — Lp(AD))]|. ©)
Proof of Lemma 6 . We have
Lp(A(D)) = Lp(w) < Lp(A(D)) — L(A(D); D)
+ L(A(D); D) — L(w; D) + L(w; D) — Lp(w).

Since w is fixed we have Ep[L(w; D) — Lp(w)] = 0. Take the expectation and we have the proof. O



Thus, from Lemma 4, 5 and 6 we can see that if an algorithm is uniformly stable, then the population risk of its output could
be upper bounded by the sum of its stability and its optimality gap.

Proof of Theorem 1. To prove Theorem 1, the key observation is that, in Lemma 4 we showed that the PGD method for pairwise

loss is SG uniformly stable. Thus, adding some noise to its output will still be umformly stable, i.e., Algorithm 1 will still

be & unlformly stable. Thus, combining with the optimlaity gap of wr in Theorem 1, when 6§ > 0O (the similar to the case of

0= O) we have

. - 16G2 C|3LG?*dlog1/s G?
EA7DEIT7)(U}T) < E4Errp (wr) + (H I 5 o 2g / +—
an a“n an

).

C.3 A Sub-optimal Algorithm

Algorithm 4 DP Gradient Descent Convex (DPGDC)

Input: D = {2}, C RY, privacy parameters ¢, §, empirical risk L(w; D), initial parameter wy, step size 7 < i 2 and number
of iterations 7.

1: fort =1,2,--- ;T do

2:  Letwy = H¢e(wi—1 — nVL(w; D)), where Il¢ is the projection onto the set C.
3: end for
4: Denote wl = Wit twr

avg — T
5: When § > 0, return wp = w(fug + ¢, where ¢ ~ N(0,0%1;) and o = 4—V2h](17'i5/6)6m7.

6: When 6 = 0, return Wy = wfvg, where ¢ = (¢q,- -+, (q) with ¢; ~ Lap(\) and A = W.

Motivated by Algorithm 1, we propose Algorithm 4, which is based on the ¢5-norm sensitivity of the PGD method for general
convex loss functions.
Just as in Lemma 1, we first show that under Assumption 2, the /5-norm sensitivity of PGD method is bounded.

Lemma 7. Forany D ~ D', if we denote w;,t € [T] as the parameters which correspond to wy in Algorithm 4 performed on
D', then under Assumption 2, withn < %, we have for all t € [T,

dnGt
Jwn —wfll < = ™

thus we have ||wl,, —w/l |2 < 4”ST.

Proof of Lemma 7. The idea of proof is similar as in the proof of Lemma 1. First we have
1G(w) = G(w)]3
= |lw = w'[|3 +7?||VL(w; D) = VL(w'; D)|[3 = 20(VL(w; D) = VL(w'; D), w — w')

2n
< Jlw —w'||5 - (f —n?)||[VL(w; D) — VL(w'; D)||3

< Jlw = w'3,

where the first inequality is due to the fact that L-Lipschitz smooth implies
1
(VL(w; D) — VL(w', D), w — w') > EHVL(w; D) — VL(w'; D)|)3.

and the last inequality is due to n < %
Next, let’s back to our proof. We denote G’ (w) = w — nV L(w; D’) where D’ ~ D. Since we have w; = II¢G(w;—1) and
= II¢G'(w;_,), thus,
[wy — will2 < |G (wi-1) — G'(wi_y)|2
< [|G(we—1) = G(wi_y)|l2 + [|G(wi_y) — G'(w;_1) |2
4nG
< Jlwemy — w4 |3 + =

where the last inequality in the proof of Lemma 1. Thus, since we have wy = w{, we can get the proof by induction.



Theorem 4. Under Assumption 2, when the step size n < 2

#, Algorithm 1 is (¢, §)-DP when 6 > 0 and e-DP otherwise.
Moreover, when & > 0, we have !

—w*|2 nG2T%dlog1/6 G2nT
[|wo w\|2+77 g/+ Ul

EE or) < O
p (W) < Of nT n2e2 n

).

We note that the upper bound of the population error in Theorem 4 is strictly greater than Q(ﬁ + %), which means it is
sub-optimal.

Proof of Theorem 4 . The idea of proof is almost the same as in the proof if Theorem 1, by the standard converge rate analysis
of the Projected Gradient Descent (one can refer to [Nesterov, 2013]) we have

o * 1|2
Liwr; D) — L(w'; D) < o120 ="z . I2).
n
And by the L-smooth property we have

- L
EL(wr, D) — L(wr, D) < E((, VL(wr, D)) + §E||C||§~
Thus, in total we have for (e, d)-DP,

lwo — w*||3 N nG*T%dlog1/s

o) <
Eer(wT) = O( nT n2e2 )

And for e-DP we have

|lwo —w*||3  nG*T?d>
nT + n2e2 )

For population error, by Lemma 7 we know that Algorithm 4 is uniform stability with %

combining with the optimality gap we have for (e, §)-DP,

lwo — w*|3 N nG*T?dlog 1/6 G*nT
nT n2e2 n

, thus by Lemma 4, 5 and 6 and

E4,pErrp (w7) < O(

);

and for e-DP we have

lwo —w*||3 = nG*T?%d> n GznT)
nT n2e2 n

+ & ”T) cannot be upper bounded by O(\% T\C) (the same for e-DP).

We can easily see that if 7" = O(v/T) we have O( ”w”;}u 5 4 "GQT:il;g LI GY?T) = O(\f + Mdn) However, 7) cannot

EA,DEI'I"}D(QI)T) < O(

Next, we will state that O(

||wo—w™||2 + nG2T%dlog 1/5
T n2e2

be O(@) since we assume 1) < 2. O

C.4 Proof of Theorem 2
The proof of (¢, 0)-DP is just by the advanced composition theorem and Gaussian mechanism, we omit it here. We first focus on
the optimality gap of the output, for convenience we denote f(-) = L(-; D) and w* = arg min,,ec L(w; D). We first show the
following lemma,
Lemma 8. For any z, if we denote x* = Il¢(z) = argmingyec ||y — x||3, then we have for any z € C, (x* — x,z — 2*) > 0.
The proof is just by the optimlaity condition of z* to the function ||y — z||3. In each iteration, take z = w; — NV (f(w¢) + &)
and x* = w;41 we have Vz
(wegr —we £V (f(we) + G), 2 — wigr) 2 0. (®)
Now, by the L-smooth property we have

f(wep1) — flwe)

L
< (Vf(we) + Gywegr —wye) + §||wt+1 — w3 = (G werr — wyy)

L 1
<V f(we) + Gy wepr — wy) + (5 + %)Hwﬁl —well3 + 1lIGI3
L 1
< (Vf(we) + Gy wepr — w*) + (Vf(wy) + Gy w™ —wy) + (5 + @)Hwtﬂ —well3 +nll¢lI3
. N L 1
<AV (we) + Gy wigr — w*) + (G w®™ — wy) + (F + —)lwesr — well3 + nll¢ll3

2 4n

"Here we omit the case where § = 0, see Appendix for the complete statement.



where the last inequality is due to (V f(w;),w* — w;) < f(w*) — f(wy) < 0. Sinec (; is independent with w;, we have
E<Ct, w* — ’U)t> = O, thus,

Ef(wiy1) < f(we) +(Vf(we) + Gy wep1 — w™)

THEE
2 4y

Mwerr = well3 + B¢,
In (8) take z = w™* we have (Vf(w;) + G, wep1 — w*) < %<'I,Ut+1 — wi, w* — wyy1). Thus we have

1 L 1
Ef(wi1) < f(we) + 5<wt+1 —w, W —wepr) + (5 + %)Hwt-&-l — w3 4+ nE[|¢ 13

2
fwe) + 277(||wt+1 —wp +w* — wt+1||§ — lwegr — wt||§ — Jlw* — wt+1||§)
L 1
+<5 ) s = w3+ nElG 3

1 . .
flwe) + n(llwt—w I3 = Ilw* = wesa|13) + nElIG 3,

where the last inequality is due to 2n (% — ﬁ) > 0 since n < ﬁ Take the sum from 1 to 7" we have
far) - for) < LI
lwo —w*||3 | nTdG?log1/é
<0 9
<O( o a2 ) )

The above is our optimality gap. Also, by Lemma 7 we know that the stability of Algorithm 2 is the same as the the original

PGD. Thus, the stability of Algorithm 2 is % Combine with the optimality gap and by Lemma 6 we have that the population
error of wr satisfies

ICl13 n nTdG*log1/6 N G*nT
nT n2e2 n

)

ED7AEI‘I'7J(’LDT) < O(

2.2
Thus, take n = g‘zﬂ% < 5= and T = min{n, #‘61/5} we have the result.

C.5 Proof of Theorem 3
For the proof of DP. Since we partite the whole dataset into several disjoint parts, and in each epoch we perform an (¢, ¢) /e-DP
algorithm on one subset, thus we know the whole procedure will be (¢, d)/e-DP. In each epoch, since we run the PGD method
for T' = n, iterations, thus, by Lemma 7 we can see the {3-norm sensitivity if the average parameter is 4G’7‘ = 4Gm);. Thus, by
Gaussian/Laplacian mechanism we know for the subset D;, in the i-th epoch the algorithm is (e, ) /e- DP

To proof the population error, we first focus on each epoch. We first provide the following result:
Lemma 9. Under Assumption 2, consider the Projected Gradient Descent method with initial parameter wy, fixed stepsize n
and iteration number T, assume in the t-the iteration we have wy, then for any w € C we have

|wo — wlf3

L(wp; D) — L(w; D) < O(| +nG?), (10)

wo+wy +wo+-- +wT
T+1

where W =

Proof of Lemma 9. For convenience, we denote f(-) = L(-; D). Since f is convex, we have f(y) > f(x) + (Vf(z),y — x) or
f(x)— fly) <(Vf(z),z —y). Take z = w; and y = w we have

flwe) = f(w) <(Vf(wr), wp — w).
We denote w; = wy — NV f(wy), thatis V f (w;) = “"%‘I’t Thus we have

flw) = f(w) <

<wt — Wy, Wy — w>

|-

(llwe = w3 + llwe — @[3 = || — w][3)

(llwr = w3 = [l — w]3) *I\Vf(wt)llz

S



where the first equality is due to (a —ba—rc) = ““CH%H‘“;I’“%7”1’*”3 for any a, b, c, and the last equality is due to
Vf(wy) = #

n
Since w1 = ¢ (1) and w € C, we have ||w; — wl|2 > |Jws1 — w||3. Thus we have

1 n
flw) = flw) < %(Ilwt = wl3 = lwepr = wll3) + 56
Sum ¢ = 0,--- ,T and take the average we have the result. O

Now we focus on the i-th epoch, since by Lemma 7 we know the ¢5-norm sensitivity of each parameter is 4“7G , thus the

GTm

£2-norm sensitivity of the their average, i.e., w;, is = 4Gn. Thus, by Lemma 9 and 6 we have for any w € C

Jwi—1 — w3

ELp (@) ~ Lp(w) < O(F—— 7= + nG?). (11)
Now lets back to our proof. We have (denote w* = arg min,ec Lp(w) )
k
Lp(wi) — Lp(w*) = Lp(wy) — Lp(wx) + »_(Lp(;) — Lp(w;_1)) + Lp (1) — Lw")
A c

B

For term A, by the Lipschitz property we have
ELp(wk) — Lp(wy) < Ellwy — wyll2 < GE[|Cxll2-

For each term of B by (11) and take w = w;_; we have

Ww;— 7’@1'_ 2 E )
BLp() — Lp(1) < o —0otls Ly oy o BIGEE L o) (12)
ninq nini
For term C, by (11) and take w = w* we have
a2
mm 771711
Thus, combing with (11), (12) and (13) we have
El|¢:
ELp(wi) — Lp(w*) < O(GE||Ck |2 + ” ”2 + 1 G? +Z 7|]|€L|2 +n:G?) (14)
=2 110

2,2
Now, we analyze the case of (¢, §)-DP, it is almost the same for €-DP. Specifically, we have E||(;||3 = O(dGmeiéogl/‘s). Thus,

dlog1/6nG? dlogl/o 1
< 2 — _ ) = —_— —)).
GEllGhll2 < /ElIGH I3 = 0(L=ELI) = oefaG(Y2E S 4 ) (1s)
where the second inequality is due to n = ”C”2 min{-L NG m} And
Cl3 C
[SE R I S
mni nn

1 v/dlogl/é
= O(HCH2G(E max{/n, % + ﬁ
dlog1/6

ne

owcuge% + )



. . . o CH2 . 1 €
where the second inequality is due to n = lelz min{—=, ———1}
G Vv | Jdlog1/s

k k

= O(é Cn%i_ +47¢ ”C\%G)

_ 0(2(2_1-@5173 . cﬁe))

< o<§;<zincnza<i maxe{ i, VOB =)
< O(IClG(- + YD)

Thus, combine with the previous three bounds into (14) we have our result.
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